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 ABSTRACT  

Our paper aims to examine the sustainability of Turkish fiscal 
stance over the period 2006:1-2013:3. The long-run 
relationship between the tax revenues and the government 
expenditures are analyzed with regard to the framework of 
Hakkio and Rush (1991) by employing the bounds testing 
methodology of Pesaran, Shin and Smith (2001) which test 
the cointegration in terms of whether the series are I(0), I(1) 
or mutually cointegrated. To investigate the degree of fiscal 
sustainaibility, we estimate a long-run ARDL model. We find 
evidence of weak sustainability condition since the empirical 
results reveal the existence of cointegration relation though 
the long-run coefficient is found to be smaller than one. 

 
1. INTRODUCTION 

In the last decades, the persistence of rising budget deficits have aroused interest on the 
sustainability of the fiscal balance for Turkish economy. Although the sustainability 
phenomenon has been widely discussed (Özatay 1997; Akçay et al. 2001; Kalyoncu 2005; 
Kuştepeli and Önel 2005), particularly in the aftermath of 2001 financial crisis, a few 
recent studies (Kia 2008; Payne et al. 2008; Budina and Wijnbergen 2009) focused on the 
issue. In this context, we aim to examine the long-run sustainability of fiscal stance by 
using the framework of Hakkiko and Rush (2001). The empirical part of our study stressses 
on two points which are the analysis of cointegration relationship between the tax 
revenues and government expenditures and the determination of long-run coefficients. 
For those purposes, after the implementation of bounds testing procedure of Pesaran et 
al. (2001) to examine the cointegration, we estimate the ARDL long-run model to analyze 
the degree of sustainability.  
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The remainder of the paper is organized as follows. In Section 2 we discuss the theoretical 
background of the sustainability discussion. In Section 3 we discuss data, methodology 
and empirical results. We give the concluding remarks in Section 4.  
 

2. THEORETICAL FRAMEWORK 

Following the similar analytical frameworks of Hamilton and Flavin (1986), Wilcox (1987) 
and Kremers (1989); Hakkio and Rush (1991) developed a new approach to analyze the 
budget deficit sustainability through the intertemporal budget constraints. This approach 
of Hakkio and Rush (1991) arises from the government’s one-period budget constraint, 

1(1 )t t t t tG i B R B−+ + = +        
 (1) 

where tB , tG , tR  and ti  present the government debt, government expenditures 
excluding interest payments, government revenues and the interest rate, respectively. 
Solving forward the equation (1) for t+1, t+2,… periods, the intertemporal budget 
constraint of government is derived as follows: 

0
1

( ) limt t t n n
nt

B r R G r b
∞

→∞=

= − +∑        

 (2) 

where the discount factor 1
trt ss s= ∏∏ = and 1(1 )s sis −= + . Equation (2) implies that 

for the intertemporal budget solvency to be hold, the limit should equal to zero. More 
briefly, outstanding stocks of bonds should equal to the present value of the government 
budget surplus. Otherwise, Ponzi scheme in which government finances debt by debting 
would probably arise with regard to the model.  
 
Rearranging the regarding equations through some assumptions, the model is reduced to 
be as: 

0 1t t tR GR uα α= + +         
 (3) 

where GRt implies the government expenditures including the interest payments on public 
debt. The cointegration relation between the government expenditures and revenues is 
interpretted in support of fiscal sustainability. In addition to the existence of a long-run 
relationship, if 1 1α =  then it leads to strong sustainability while weak sustainability 
emerges if 0<α1<1. Thus, the estimation of long-run coefficients carries a vital importance 
to determine the degree of sustainability. 
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3. METHODOLOGY AND EMPIRICAL RESULTS 

We utilize monthly data over the period 2006:1-2013:3 to analyze the fiscal stance of 
Turkish economy. The data which is seasonally adjusted by Census X12 methodology is 
obtained from CBRT Electronic Data Distribution System. As the first step of the ARDL 
methodology, we employ bounds testing procedure for cointegration of Pesaran et al. 
(2001) which provides the opportunity to examine the long-run relationship irrespective of 
the integration order of the series. To test the cointegration relation for equation (3), we 
estimate the conditional error correction form of the ARDL model, 

0 1 1 1 2 1
1 1

p p

t t t i t i i t i t
i i

REV t REV GOV REV GOV uα α β β δ φ− − − −
= =

∆ = + + + + ∆ + ∆ +∑ ∑
 (4) 

where REV and GOV represent tax revenues and government expenditures including 
interest payments as a percentage of GDP. Case IV (unrestricted intercept and restricted 
trend case) and V (unrestricted intercept and unrestricted trend case) which are defined 
by Pesaran et al. (2001) are based on the testing of null hypotheses H0: 1 1 2α β β= =  and 

H0: 1 2β β= , respectively. On the other hand, Case III (unrestricted intercept and no 
trend case) relies on the test of the joint significance of the lagged variables for the model 
in which the deterministic trend is excluded. In addition to the F-tests, the long-run 
relationship can also be examined by means of the t-test of Banerjee et al. (1998) which 
tests the null  H0: 1 0β = , in the models with and without trend. Since the asymptotic 
distributions of both statistics are non-standard, the F- and t-statistics are compared to 
lower and upper asymptotic critical values which correspond to I(0) and I(1) regressors, 
respectively. As a consequence of the cointegration testing procedure, three alternative 
results could be obtained that are;  
 
i) F- or t-statistic ˃ upper bound (cointegration) 
 
ii) F- or t- statistic < lower bound (no cointegration) 
 
iii) lower bound < F- or t- statistic < upper bound (inconclusiveness of the inference ) 
 
Our empirical results regarding the bounds testing are presented in Table 1. The 
appropriate lag lengths are selected by means of Schwarz Bayesian Criteria (SBC) and 
Lagrange Multiplier Statistics for autocorrelation. As a consequence, both models with and 
without trend are estimated with 2 lags as in equation (4). Finally, we compare the F- and 
t-tests reported in Table 1 to the lower and upper critical bounds and find evidence of 
long-run relationship between tax revenues and government expenditures with regard to 
Case V at %5 significance level. 
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Table 1: Cointegration Results 

 P FIV FV tV FIII tIII 

REV-GOV 2,2 4.974495 7.310706 -3.797040 3.354538 -2.531771 

Critical values 

%1 

%5 

%10 

I(0) 

9.15 

7.02 

6.07    

I(1) 

10.09 

7.73 

6.74 

I(0)  

8.74 

6.56 

5.59   

I(1) 

9.63 

7.30 

6.26 

I(0) 

-3.96 

-3.41 

-3.13    

I(1) 

-4.26 

-3.69 

-3.40 

I(0) 

6.84 

4.94 

4.04    

I(1) 

7.84 

5.73 

4.78 

I(0)  

-3.42 

-2.86 

-2.57   

I(1) 

-3.82 

-3.22 

-2.91 
Notes: p values indicate the appropriate lag lengths for the models with and without trend, respectively which is 

selected by SBC and LM autocorrelation tests. I(0) and I(1) show the lower and  upper bound critical values. 
 
Although the evidence of cointegration between the variables in question could be 
evaluated in support of fiscal sustainability, we also estimate long-run ARDL model to 
intensify this finding with regard to the coefficient conditions. Thus, we next estimate the 
long-run coefficients derived from the ARDL(1,1) model which provides the minimum SBC 
value. The long-run coefficients are shown in Table 2. 
 

Table 2: Long-run ARDL Model 

Estimated long-run coefficients from ARDL (1,1) 

Dependent variable: REV 

Regressor Coefficient  Standard error t-stat (prob) 

GOV 0.10605 0.046909 -2.2608 (0.027) 

intercept 0.0019659 0.1142E-3 17.2164 (0.00) 

trend 0.3596 E-5 0.5883 E-6 6.1122 (0.00) 
 
According to the results in Table 2, all coefficients are found to be statistically significant. 
Moreover, although we find evidence of long-run relationship, the low and negative value 
of the government expenditure coefficient smaller than 1 could be an indicator of weak 
sustainability of the fiscal deficits for Turkish economy. More briefly, the tax expenditures 
could fail to finance the rising government expenditures. 
 

4. CONCLUSION 

Turkish economy has experienced macroeconomic instabilities and several crises as a 
consequence of fiscal deficits since 1960s. Thus, the analysis of the sustainability of fiscal 
balance has a vital importance to shape the economic policies. Within this objective, we 
examine the sustainability of budget deficits by utilizing the intertemporal budget 
solvency framework of Hakkio and Rush (1991) for the recent period of Turkish economy. 
The long-run relationship between the government revenue and expenditures are 
analyzed by means of bounds testing methodology. The empirical results assert the 
existence of cointegration relation which supports the fiscal sustainability. 
 



Journal of Business, Economics & Finance (2014), Vol.3 (2)  Dalgic, Iyidogan and Balikçioglu, 2014 

137 

 However, we find that α1 coefficient is smaller than 1 through to the estimation of long-
run ARDL model implying the weak sustainability. Thus, the appropriate macroeconomic 
policies should be implemented to eliminate the risk of government in financing the future 
debt. 
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ABSTRACT  

Marketing and entrepreneurship are two different disciplines. 
The concept of entrepreneurial marketing which serves as the 
interface of marketing and entrepreneurship is proportionally 
more significant for SMEs than for large businesses. SMEs 
which constitute 99.9% of all businesses in Turkey are the 
focal points for economic expansion. In this sense, the study 
defines the relationship between the entrepreneurial 
marketing aspects and socio-demographic features of 
potential entrepreneurs in Turkey. In the fieldwork done in 
line with this aim, a relationship between gender and 
innovation-orientation, one of the aspects of entrepreneurial 
marketing, has been found. Educational status makes a 
significant difference in the aspects of risk taking-orientation, 
innovation-orientation, resource leveraging, proactive-
orientation, customer intensity and opportunity-driven. 

 
1. INTRODUCTION 

Today, businesses operate in an uncertain market which is increasingly competitive and 
full of risks due to the removal of borders. From a qualitative point of view, the difference 
between domestic and foreign markets has already lost its meaning and the ever-changing 
market affects marketing as well. In this changing and competitive environment 
businesses which become successful and maintain that success are those that can meet 
customer demands quickly and offer even more than customers’ expectations and have 
the flexibility to quickly adapt themselves to dynamic market conditions. However 
traditional marketing is more suitable for larger businesses which have extensive 
distribution and operate in high competitive atmospheres. 

Small and medium-sized enterprises (SMEs), which are given great importance and 
encouraged in all countries of the world, provide a significant contribution to the national 
economy and play a key role in this sense. SMEs, which are faced with large businesses, 
their opponents and global actors may encounter difficulties from time to time in the 
capacity of marketing.  
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SMEs can provide efficiency by emphasizing certain features, despite their own 
weaknesses and the constraints they may experience. In this sense, the concept of 
entrepreneurial marketing which resulted from the interactions of entrepreneurship and 
marketing is much more useful, especially for SMEs. 

For businesses, there are differences in many aspects between the more efficient 
traditional marketing and entrepreneurial marketing. Entrepreneurial marketing which 
possess a different understanding of perspective in regards to method used, focal point, 
content, approach, etc. can be used to achieve competitive advantage in particular for 
SMEs. Consequently, first marketing and entrepreneurship and later entrepreneurial 
marketing concepts and its dimensions will be dealt with. Finally, the results of the 
fieldwork done towards examining the purpose of the study are presented. 

 

2. MARKETING AND ENTREPRENEURSHIP 

As a consequence of the increasing importance of concepts such as employment creation, 
social development and economic development, entrepreneurship, which is almost as old 
as human history, has developed a greater importance. Entrepreneurship, which is one of 
the critical determinants of social welfare and balanced development between regions, is 
constantly directed by systems, policies and strategies. Thus, it is important to 
comprehend the meaning of the concepts of entrepreneurship and entrepreneur in the 
information age and also, in this context, the role of marketing in entrepreneurship. The 
idea of venture and entrepreneurship has been defined in different ways by different 
researchers. 

The concept of entrepreneurship is a sum of seizing an opportunity, identifying a business 
idea, finding the required resources, putting these activities into operation and getting the 
results (Müftüoğlu et al., 2005). According to Lounsbury (1998), entrepreneurship is 
analyzing alternative production processes and ensuring their optimization. On the other 
hand, Low and MacMillan (1988) suggest that entrepreneurship be defined as the 
‘creation of new enterprise’ and the purpose of entrepreneurship research should be to 
‘explain and facilitate the role of new enterprise in furthering economic progress’. Mueller 
and Thomas (2000) reached the conclusion that some cultures are much more creative 
than other in terms of entrepreneurship. That there is different entrepreneurship 
perspectives in different cultures are hence can be considered. In this context, 
information, which is one of the needs of entrepreneurship, is affected by innovation and 
creativity.  

An entrepreneur is the person who supplies goods in order to meet the needs of others, 
produce services and combine factors of production such as labor, capital and natural 
resources appropriately (Mucuk, 1998). It is indicative of the entrepreneur’s personality 
that he or she makes decisions and identifies current and future needs of society based on 
his or her intuition and experience (Muftuoglu et al., 2005). Entrepreneurs of the 
information age, operate with the benefit of the information they possess and can quickly 
offer to the market. 
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Entrepreneurs usually move with the main aim of making a profit and from this 
perspective bear the risk they may face. As a result, they are a factor of production 
themselves (Mucuk, 1998). As a factor of production, the decisions about marketing faced 
by entrepreneurs, play an important role in their own success. The American Marketing 
Association (AMA) defined marketing in 2007 as ‘the activity, set of institutions, and 
processes for creating, communicating, delivering, and exchanging offerings that have 
value for customers, clients, partners, and society at large’ (www.marketingpower.com). 
In this sense, it can be thought that, in the information age, entrepreneurs  who are 
engaged in activities appropriate to the changing nature of consumers, have the ability to 
adapt rapidly to changing markets and create values can from the perspective of 
marketing obtain a competitive advantage.  

 

3. ENTREPRENEURIAL MARKETING 

Marketing and entrepreneurship are two different disciplines. The concept of 
entrepreneurial marketing which serves as the interface of marketing and 
entrepreneurship is a concept which has been developing for almost 30 years (Hills and 
Hultman, 2013). The concept of entrepreneurial marketing was first used in a conference 
at the University of Illinois in Chicago which was sponsored by Council for Small Business 
and AMA in 1982 (Marangoz and Erboy, 2013). Although entrepreneurial marketing is a 
concept developed all over the world, there are still numerous and exciting opportunities 
for new discoveries. 

When it is considered that entrepreneurship and marketing conceived together increase 
the chance of success of businesses, the importance of this issue can be understood more 
easily (Kocak and Ozer, 2005). Definitions for entrepreneurial marketing have been 
developed in the literature. The concept of entrepreneurial marketing is an approach 
which focuses on the intuitive perception of market requirements and the development of 
ideas (Stokes, 2000). Entrepreneurial marketing is defined prospectively as using 
opportunities in risk management, resource development and value creation, through 
innovative approaches in order to retain profitable customers. Entrepreneurial marketing 
is a set of processes and an organizational function which is applied in contributing to the 
organization and to the stakeholders, creating value, transferring that value and 
distribution of the value. This concept is characterized by innovativeness, risk-taking, 
proactivity and only be achieved resources which are not presently controlled (Kraus et 
al., 2010). When the definitions of entrepreneurial marketing are examined, four different 
tendencies are seen: marketing-orientation, complete integration of marketing and 
entrepreneurship, associating traditional marketing with innovative marketing techniques 
and focusing on the point where the company stands in the life curve (Ionita, 2012). In 
brief, entrepreneur marketing, which combines two different disciplines, presents an 
alternative approach in marketing.  
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In entrepreneurial marketing, the components of the marketing mix are adapted to the 
market where the entrepreneurs operate. Where entrepreneurial marketing is different is 
where there is a high level of uncertainty in the market. Traditional marketing 
management encompasses market research conducted to select the target market 
followed by a meticulous planning and the combination of elements of the marketing mix 
in order to differentiate it. Entrepreneurial marketing necessitates informal and fast 
decision making (Collinson and Shaw, 2001). The point in which these two disciplines 
intersect is a change-oriented, opportunist and management-innovative approach 
(Marangoz and Erboy, 2013).  

Determining the opportunities in the market and producing new, products, innovativeness 
in the whole marketing process and being open and quickly adaptable to the changes can 
be considered as the requirements which connect these two disciplines. An important 
point not to be forgotten is that opportunities are a result of the combination of the 
abilities of enterprises and a market’s needs. 

The seven basic dimensions of entrepreneurial marketing are proposed as proactive-
orientation, opportunity-driven, risk taking-orientation, innovation-focused, customer 
intensity, resource leveraging and value creation (Morris et al. 2002). These dimensions 
are the main features which differentiate entrepreneurial marketing from the traditional 
marketing. Proactive-orientation, opportunity-driven, risk taking-orientation and 
innovation-focused dimensions are more related to entrepreneurship, while the 
dimensions of customer intensity, value creation and resource leveraging are more related 
to marketing. The dimensions of entrepreneurial marketing interact each other and 
cannot be considered independent from each other. 

3.1. Proactive Orientation 

Proactive-orientation is behavior aimed towards satisfying previously unnoticed potential 
needs, taking action by using initiative and creating a new market or a competition 
environment (Bulut et al., 2013). As a response to opportunities, proactive-orientation is a 
viable approach especially in developing industries or dynamic environment. Proactive-
orientation is a future focused perspective which researches opportunities by anticipating 
future demands in order to change the operating environment and present new services 
and products before competition even occurs. (Lumpkin and Dess, 2001). As an important 
dimension of entrepreneurship, proactive behavior can be explained, in the context of 
entering into markets or sector development opportunities, as decision-makers’ tendency 
to see opportunities in advance and taking action to seize opportunities. In summary, 
proactive-orientation can mean the mobilization by a company to influence its 
environment in an entrepreneurial way. It is inevitable that an entrepreneur who takes 
future into account becomes forward thinking, can see the results of the occurring 
changes and moreover becomes a part of that change.  

3.2. Opportunity-driven 

Opportunity expresses unnoticed market positions which are the source of a potential 
sustainable profit (Morris et al., 2002). Businesses which focus too much on the changing 
demands and needs of their customers in the market and adapt their continuous change 
efforts accordingly, become vulnerable to new fields and opportunities.  
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In this context, companies should, on the one hand, engage in market-oriented activities, 
and on the other hand should engage in the process of obtaining and evaluating 
entrepreneurial information. Therefore, detecting the opportunities can mean a number 
of research processes and foresight can be the first stage of innovatively defining 
opportunities. However, it must be accepted that as part of the nature of 
entrepreneurship, ever opportunity brings along with it a risk. 

3.3. Risk-taking orientation 

With the goal of an obtaining economic or social benefit while taking into account 
potential losses, the thoughts and feelings related to the adoption of a course of action 
express a risk taking tendency and from this perspective taking action is a risk taking 
behavior (Bulut et al., 2013). Risk is present in all the distribution channel decisions made 
by a company in regard to selecting a product, service and market (Hacıoglu et al., 2012). 
Entrepreneurial marketing focuses on the redefinition of the environmental factors and 
continuous collection of information so as to reduce the uncertainty which is seen as the 
source of risk (Marangoz and Erboy, 2013). Marketers, redefine the elements of the 
external environment of a company to reduce the company’s commitment and sensitivity, 
in addition to market uncertainty, and also to narrow the external environment in which it 
operates (Morris et al., 2002). In this context, to be controlled can mean that the risk 
undertaken is significant and the risk is lower than the foreseen result.  

3.4. Innovation-focused 

Innovation is a priority in companies’ achieving a competition advantage and in their 
survival in the market (Hacıoglu et al., 2013). Innovation-focused is not only a 
phenomenon about new products, it is a comprehensive concept encapsulating all the 
resources and processes of a company. This concept includes the creation and re-shaping 
of goods and services to meet the demands; designing new processes to improve 
efficiency; use of new marketing techniques to promote sales opportunities and use of 
management systems and techniques to increase operational efficiency (Atik, 2013).  
Accordingly, entrepreneurship is not only a process which reveals new ideas, products and 
implements them, but it also should be considered as a process which implements 
innovative marketing (Kocak and Ozer, 2005). Therefore, a company can be expected to 
remain within the borders of innovativeness in its future plans and every decision that it 
will encounter while operating including human resources, information, marketing tactics 
and product development. 

3.5. Customer-Intensity 

Entrepreneurial marketing comprises finding customers, keeping them and the need for 
creative approaches for customer development (Morris et al. 2002). Customer intensity 
means being sensitive to the conditions in the market and creating innovation and 
company defining characteristics according to conditions (Marangoz and Erboy, 2013). 
Customer intensity of entrepreneurial marketing can be thought to be associated with 
market-centeredness. Customer intesity allows new and innovative opportunities in 
meeting the demands and needs of the customers (Bulut et al., 2013).   
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It is emphasized that especially small business entrepreneurs should adopt and use the 
internet in developing and sustaining of customer care (McGowan and Durkin, 2002). 
Today, it is inevitable from this perspective that consumers’ easily identifiable or hidden 
needs must be met through innovative ways. 

3.6. Resource Leveraging 

Resource Leveraging is an issue present in both marketing and entrepreneurship literature 
and needs to be focused most of all (Morris et al. 2002). 

In general, it can be considered that SMEs develop their competitive advantage through 
the efficient use of scarce resources efficiently and by creating value by developing 
innovative products or applications. According to Morris et al. (2002), resource leveraging 
in marketing can be achieved by realizing the resources others businesses have not 
noticed, benefiting from the sources of other businesses, using resources together, using 
the resources at hand to find other resources and using the past resources of other 
businesses in different ways. In this perspective, the important method of using the 
resources of other businesses can be achieved via methods such as using resources 
together, renting a resource or benefiting from external sources and in so doing scale 
economy can be utilized. 

3.7. Value Creation 

While customer intensity is a customer-focused approach which includes emotional 
components, creation is worldwide recognized dimension (Morris et al., 2002). When 
consumers buy a product, they compare total cost with the total benefit they obtain. 
According to Kotler (2001) value is a ratio between what the customer gets (benefits) and 
what he or she gives (costs). Kotler suggest that the marketer can increase the value of the 
customer offering by raising benefits, reducing costs, raising benefits and costs, raising 
benefits by more than the raise in costs, or lowering benefits by less than the reduction in 
costs. For this reason, taking into account both existing customers and potential 
customers’ demands and needs can be considered important. 

 

4. RESEARCH METHODOLOGY 

On the one hand, there are small businesses which have failed to produce appropriate 
solutions towards their customers, while on the other hand there are businesses which 
because of their size have lost their dynamism and failed (Muftuoglu, 2002). Whether it is 
a SME or a large business, all businesses operate on the basis of sustainable profit. 
However, it can be suggested that because the structure and features of large businesses 
and SMEs differ, the latter of which being components of the economy with the potential 
to create leverage, their activities also differ. 

Kocak and Ozer (2005) claim that the reason why small businesses’ marketing applications 
are insufficient is the incongruity of structure of a small business with the traditional 
marketing and because the use of techniques used in traditional marketing serve a 
different purpose. In this respect, it can be offered that entrepreneurial marketing has the 
qualifications to remove this incompatibility. Most SMEs do not have a separate marketing 
department where marketing experts are normally employed.  
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Due to this insufficiency in monetary terms, marketing tools are underutilized. This aspect 
is one of the main features which differentiate SMEs from large businesses. In general, 
SMEs experience problems such as the high cost of entry into foreign markets, language 
issues and lack of information on the laws and regulations of other countries (Muftuoglu, 
2002). However, due to the scarcity of customers, the cordiality as a result of the face to 
face relationship can positively affect customer loyalty. On the other hand, SMEs can 
utilize the advantages offered by internet and in so doing can make up the difference 
between them and large business. In this respect SMEs can make use of their flexible 
structure as an advantage factor in marketing. 

 
4.1. Purpose and Importance of the Research 

Businesses face an external environment where a large number of interacting components 
operate together. Above all, being able to compete in external environment where they 
are involved is made harder every passing day because of global actors. The changes and 
developments in the environment, even if they offer threats, also offer opportunities. 
Events that SMEs may presently encounter, such as uncontrollable environmental 
variables, the speed of technological developments, quick changes in customer desires 
and needs, time constraints, limited resources and limited market experience, establish 
the necessity for entrepreneurial marketing. In this context, entrepreneurial marketing 
can be thought of as fitting especially for small scale businesses. 

SMEs, which comprise a 99.9% share of the total number of businesses in Turkey, provide 
78% of the employment in the country (www.sanayi.gov.tr). Despite limited resources, 
sector experience and influence, SMEs carry a big importance from the perspective of 
development, both in Turkey and all developed and developing economies. In Turkey, 
KOSGEB (A Small and Medium Enterprises Development Organization) was established to 
meet the resource needs and the other problems of SMEs. SMEs will certainly contribute 
to the revitalization of the nation’s economy, but this is only possible with the 
entrepreneurial marketing approach. As a result, this work is important in respect to 
increasing the activity of the important dynamics of the economy. 

Being sufficient in the dimensions of entrepreneurial marketing for the owners of future 
SMEs in Turkey will provide for their expectations for sustainable profitability and growth, 
and also for the sector’s development, and along with it, economic progress. In this 
context, the purpose of this research is to identify the relationship between the 
entrepreneurial marketing dimensions of potential entrepreneurs and their socio-
demographic characteristics.  

 
 
 
 
 
 
 
 
 
 

http://www.sanayi.gov.tr/
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4.2. Research Model and Hypotheses 

The research model can be seen in Figure 1.  

Figure.1. Research Model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The hypotheses created in the context of the research model are as follows: 

H1. There is a significant relationship in regards to gender and the dimensions of 
entrepreneurial marketing.  

H2. There is a significant relationship in regards to age and the dimensions of 
entrepreneurial marketing. 

H3. There is a significant relationship in regards to marital status and the dimensions of 
entrepreneurial marketing. 

H4. There is a significant relationship in regards to educational status and the dimensions 
of entrepreneurial marketing. 

4.3. Data Collection and Criteria Used in Research 

As a method of data collection in the research, the “survey questionnaire” was selected, 
using a face-to-face interview technique with a total of two interviewers.  The survey 
consists of two parts. In the first part, 42 questions were designed to determine the 
dimensions of entrepreneurial marketing possessed by the participants. The questions 
which were designed utilized the work of Becherer et al. (2008); there were 7 items for 
proactive-orientation, there were 5 items for opportunity-driven, there were three 3 items 
for risk taking-orientation, there were 4 items for innovation-focused, there were 9 items 
for customer intensity, there were 7 items for resource leveraging and there were seven 
statements for value creation, making a total of 42 questions. In the questions developed, 
participants were asked to measure their agreement with the statement, using the five-
point Likert scale. In regards to the measurements, 1 means “I strongly disagree”, 2 means 
“I disagree”, 3 means “I am neutral”, 4 means “I agree” and 5 means “I strongly agree”. 

Gender 

Marital status 

Educational 
status 

Dimensions of Entrepreneurial 
Marketing 

-Proactive-orientation 

-Opportunity-driven 

-Risk taking-orientation 

-Innovation-focused 

-Customer intensity 

-Resource leveraging 

-Value creation 

H1. 

H2. 

H3. 

Age 

H4. 
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 In the second part of the survey, questions directed towards determining the 
demographic characteristics of the participants were administered. After conversions of 
the criteria were made to fit the original expressions, a pre-test was done on 30 
individuals who would represent the research sample, using the convenience sample 
method. The pre-test  

was administered as a face-to-face interview and using the recommendations of the 
participants, the survey took its final form, incorporating any necessary changes. 

4.4. Population and Sampling 

The KOSGEB was established in Turkey in order to increase SMEs’ share and activity in 
meeting the economic and social needs of the country, raise their competitive power and 
level, and to advance integration in industry in a way which is suitable to economic 
development (www.kosgeb.gov.tr). Within this scope, it organizes ‘Applied 
Entrepreneurship Trainings’ and as such contributes in society to creating an 
entrepreneurial culture and developing new entrepreneur’s basic skills. In this context, the 
research universe is comprised of participants at the ‘Applied Entrepreneurship Trainings’ 
organized by the KOSGEB in Turkey. It was hypothesized that all of those who attended a 
training session would potentially found a SME, because participants in Turkey are offered 
incentive opportunities for their new business upon completing the training sessions. 

However, because reaching all participants who have participated in all the ‘Applied 
Entrepreneurship Trainings’ to date is not feasible from the perspective of time or cost, 
first a research universe was specified. In this context, the research universe is composed 
of all participants who attended all of the ‘Applied Entrepreneurship Trainings’ in 2013. 
Because the universe carries homogenous characteristics, the convenience sample 
method was used and a total of 150 surveys were administered and 137 usable surveys 
were obtained from participants at the six group ‘Applied Entrepreneurship Trainings’ 
organized in the context of the memorandum between Adana Science and Technology 
University-İSKUR and KOSGEB, between December 2 and December 20, 2013.  

 
4.5. Limits of the Research 

Constraints were encountered in organizing the field research of the work. Because it was 
unfeasible from a cost or time perspective in the field work to reach all participants of the 
‘Applied Entrepreneurship Trainings’ ever organized by KOSGEB in Turkey, sampling was 
preferred. Furthermore, the portion of the total training participants who opened a 
business was ignored. 

 
4.6. Analysis of Data and Results 

Statistical analysis was performed using the SPSS 16. Findings regarding the socio-
demographic characteristics of the potential entrepreneurs who participated in the survey 
are presented in Table.1. 

 
 
 

 

http://(www.kosgeb.gov.tr)/
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Table.1. Socio-Demographic Variables 
Variables  Frequency Percentage 

(%) 
Gender Female 79 57.7 

Male 58 42.3 
Age 18-25 21 15.3 

26-35 70 51.1 
36-45 33 24.1 
46-55 13 9.5 
56 and above - - 

Marital Status Single  65 47.4 
Married 72 52.6 

Educational Status Elementary School 16 11.7 
Middle School 19 13.9 
High School 51 37.2 
Associate  26 19.0 
Bachelor’s  23 16.8 
Graduate 2 1.5 

 

57.7% of the participants in the research were women, 51% were between the age of 26 
and 35, 52.6% were married and 37.2% were high school graduates. No potential 
entrepreneurs 56 years or older were encountered.  

Before performing multivariate statistical analysis, the reliability of the data was analyzed. 
Accordingly, the results of the reliability tests can be seen in Table 2. 

Table.2. Reliability Analysis Results 
Dimensions of Entrepreneurial Marketing Reliability Analysis Scores 
Proactive-orientation 89.9% 
Opportunity-driven 77.7% 
Risk taking-orientation 70.4% 
Innovation-focused 80.2% 
Customer intensity 83.3% 
Resource leveraging 83.9% 
Value creation 75.6% 

In the social sciences, 0.70 is accepted as the lower limit for the Alpha coefficient. In order 
to keep the level of reliability high in the dimensions tested to define the characteristics of 
entrepreneurial marketing, one variable from the customer intensity dimension and one 
variable from the value creation dimension, a total of two variables, were removed from 
the related criteria. The removed variables were not used in any analysis after this stage of 
the research. As a result, the results of all reliability tests obtained are at an appropriate 
level. To determine first the relationship between socio-demographic variables and the 
dimensions of entrepreneurial marketing in the work, ANOVA analysis was performed at a 
significance level of a=0.05 and the significance levels obtained can be seen in Table 3. 
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Table.3.ANOVA Analysis Results 

 Proactive-
orientation 

Opportunity-
driven 

Risk taking-
orientation 

Innovation-
focused 

Customer 
Intensity 

Resource 
leveraging 

Value 
creation 

Gender 0.851 0.423 0.366 0.003 0.270 0.284 0.707 
Age 0.400 0.190 0.920 0.115 0.093 0.823 0.549 
Marital 
status 

0.445 0.681 0.412 0.550 0.785 0.828 0.395 

Educational 
status 

0.000 0.000 0.011 0.037 0.001 0.000 0.198 

As seen in Table 4, there is a significant difference for gender in respect to innovation-
focused. In this regard, women possess more innovative characteristics than men. 
Conversely, it was reached that, in regard to age and marital status, there are no 
differences within the scope of the dimensions of entrepreneurial marketing. With the 
exception of value creation, there is a significant difference for educational status among 
all the dimensions. From the perspective of proactive-orientation, those with only an 
elementary school education have the lowest level, but the level increases across 
educational status and those with a Bachelor’s degree have the highest level. While those 
with a middle school educational status have the lowest level in respect to the 
opportunity-driven and resource leveraging dimensions, this increases across educational 
level with Bachelor’s degree holders having the highest level. While those with a middle 
school educational status have the lowest level of risk taking-orientation characteristics, 
those with an Associate’s Degree are the highest. The group with the lowest level of 
innovation-orientation is those with a middle school educational status, while this 
characteristic increases across educational level and Bachelor’s and Graduate degree 
holders have the highest level of innovativeness.  

The participants with the lowest level of customer intensity are those with an elementary 
school educational status, while the participants with the highest level are those with 
graduate degrees, with the level increasing across educational status. The individuals with 
the lowest level of the value creation characteristic are those with a middle school 
educational status, while the highest are Bachelor’s degree holders. 

In regards to entrepreneurial marketing dimensions and socio-demographic features, 
ANOVA analysis was performed at an a=0.05  significance level in order to test the H1., H2., 
H3. and H4. hypotheses by examining whether they show a significant difference. The 
significance levels obtained can be seen in Table 4.  
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Table.4. Entrepreneurial Marketing ANOVA Analysis Results 
Socio-demographic 
variables 

 Average F Significance 

Gender Female 3.70 0.799 0.373 
Male 3.60 

Age 18-25 3.76 1.518 0.213 
26-35 3.62 
36-45 3.54 
46-55 3.92 

Marital status Single  3.68 0.137 0.712 
Married 3.64 

Educational status Elementary school 3.25 6.684 0.000 
Middle school 3.37 
High school 3.65 
Associate’s Degree 3.77 
Bachelor’s and Graduate 
Degree 

4.04 

In regard to educational status, because the Graduate degree group contained only 2 
people, it was combined with the Bachelor’s degree group.  As can be seen in Table 4, 
there is a significant difference in respect to educational status and the dimensions of 
entrepreneurial marketing. From this perspective, H1., H2. and H3. were rejected while H4. 
was accepted. Accordingly, those with the lowest level of entrepreneurial marketing 
characteristics are those with an elementary school while Bachelor’s and Graduate degree 
holders have the highest level. As educational level increases, so do the entrepreneurial 
marketing dimensions possessed by individuals.      

 

5. CONCLUSION 

SMEs, which possess an important place and weight in the economy, are confronted with 
continually changing environmental conditions, inadequate resources and other specific 
problems. SMEs, which come up against both large businesses, local competitors and 
global actors, can from time to time encounter difficulties in respect to marketing. At the 
same time, SMEs’ relatively small size provides flexibility and other advantages. From this 
perspective, SMEs’ thorough evaluation of their own potentially advantageous 
characteristics, will affect their strength.   
Comprising 99.9% of the businesses in Turkey, SMEs are a key point for economic vitality 
and they can be strengthened through their managers’ orientation towards 
entrepreneurial marketing.  

The differences between traditional marketing and entrepreneurial marketing, from the 
perspective of the dimensions of entrepreneurial marketing, entail different skills. The 
seven fundamental dimensions which separate entrepreneurial marketing from traditional 
marketing are: proactive-orientation, opportunity-driven, risk taking-orientation, 
innovation-focused, customer intensity, resource leveraging and value creation. In the 
literature generally and in our country specifically, works dealing with entrepreneurial 
marketing are limited. In this respect, providing a perspective on entrepreneurial 
marketing, which could create an advantage factor for SMEs, both carries importance and 
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contributes to the literature. In this context, the purpose of the research is to determine 
the relationship between the entrepreneurial marketing characteristics possessed by 
potential entrepreneurs and their socio-demographic characteristics.  

In the field research conducted towards this purpose, it was reached that there is a 
significant difference between individuals’ educational status and the entrepreneurial 
marketing dimensions which they possess. The seven dimensions of entrepreneurial 
marketing were examined from the perspective socio-demographic features to see 
whether they showed separate differences. In this context, a relationship between gender 
and innovation-focused was seen. Women possess, in relation to men, more of the 
innovative characteristics. Educational status also showed a significant effect on proactive-
orientation, opportunity-driven, risk taking-orientation, innovation-focused, customer 
intensity and resource leveraging. However, from the perspective of age and marital 
status, there were no significant differences across the dimensions of entrepreneurial 
marketing. 
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ABSTRACT  

This paper examines the relationship between stock option 
expensing as per SFAS 123 (R) as a part of CEO compensation 
and earnings quality. We hypothesize the expensing of CEO 
stock options as per SFAS 123 (R) positively influences 
earnings quality. This study contributes to literature by further 
enhancing our knowledge of CEO compensation and the 
bonding effect of stock options awarded to CEOs. The 
ExecuComp database provides the sample for CEO 
compensation from 2000 to 2009. Estimating earnings quality 
using multiple regressions, we find empirical support for our 
hypotheses.  

 
1. INTRODUCTION 

Chief Executive Officer (CEO) compensation, earnings, and the stock options of CEOs are 
coming under additional accounting examination as evidenced by the Statement of 
Financial Accounting Standards (SFAS) 123 (R) issued by the Financial Accounting 
Standards Board (FASB). CEOs receive large amounts of compensation in the form of stock 
options even if companies are not making earning targets. This study investigates the 
impact of expensing CEO stock options as per SFAS 123 (R) on earnings quality. We expect 
to find a positive relationship between expensing of CEO stock options as per SFAS 123 (R) 
and earnings quality. With the expensing of stock options, earnings will be lower due to 
the additional expense; however, the earnings quality as determined by the valuation of 
the future cash flows will be higher.   
 
Agency theory has been the primary foundation for research to examine the relationship 
between firm performance and executive compensation.  
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This underlying theory applies to the observation that the executive of a firm is acting on 
behalf of, and in the interest of, absentee owners of the firm. The firm's strategy, 
developed by the CEO executive, should reflect the objectives of the firm's owners. The 
agency theory, holds that executive officers of a firm will tend to act in their own self-
interest in contrast to the interests of the owners who seek to maximize the value of their 
investment (Butler and Newman 1989). A compensation structure that aligns agents’ 
interests with those of shareholders’ may avoid this conflict of interest (Jensen & 
Meckling, 1976; Tosi, Werner, Katz, & Gomez-Mejia, 2000). Companies grant CEO stock 
options to align their interests with those of the owners’ creating a bonding effect 
between CEOs and owners. 
 
Previous accounting treatment for stock options, SFAS No. 123, Accounting  for Stock-
Based Compensation, firms could account for options using either the fair value or the 
intrinsic value method prescribed by Accounting Principles Board (APB) No. 25 (FASB, 
1995)1.  Prior to SFAS 123 (R), SFAS 123 allowed stock options to be valued using the 
intrinsic value method and not to be expensed. However, under SFAS 123 (R), FASB 
requires the expensing of stock options.   
 
This study contributes the to literature by providing empirical evidence of the association 
between expensing CEO stock options as per SFAS 123 (R) and earnings quality, thereby 
further enhancing our knowledge in this area. We find a positive relationship between 
earnings quality and expensing of CEO stock options pre and post SFAS 123 (R). SFAS 123 
(R) allows compensation to be properly expensed reflecting total compensation transfer 
to CEOs. Cheng and Warfield (2005) study the effect of equity investments to earnings 
quality. Their findings suggest that stock based compensation and ownership can provide 
top executives incentives to manage earnings. 
 
The remainder of the paper follows this structure. Section 2 provides the literature review. 
Section 3 discusses the research method states hypotheses. Section 4 analyzes the results. 
Section 5 concludes the paper. 

 
2. LITERATURE REVIEW  

This section provides the literature review. We partition this section into three areas: CEO 
compensation and shareholders, earnings quality, and SFAS 123 (R). 

2.1. CEO Compensation and Shareholders 

Compensation plans are the payments firm owners make to executives who manage the 
business. CEO's compensation is comprised of salary, bonus, stock options, restricted 
stock, and other long-term incentives (Cheng and Farber 2008). CEO salary and bonus 
represent a major proportion of total compensation (Benston 1985; Lambert and Larcker 1987). 

                                                           

1 APB is a former authoritative body to issue pronouncements on accounting standards until it was 
replaced by FASB in 1973. 
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The supplementary major components of compensation other than salary and bonus 
primarily represent compensation related to long-term performance measures or 
deferred compensation that are not explicitly linked to the firm valuation. Stock options, 
stock appreciation rights (SARs), performance units and shares, restricted stocks, and 
phantom stocks provided for compensation based on a firm's valuation over several years 
(Kumar et al. 1993). Analysis must take into account both the total amount and the mix of 
compensation (Finkelstein and Hambrick 1989). Hence, a review of the equity 
compensation of CEOs provides a different variation of a long-term focus.  
 
Optimal contracts for and between management and investors, such as compensation 
agreements, seek to align the interests of the executives with those of external equity 
claimants’ (Healy and Palepu 2001). Murphy and Zimmerman (1986) in an effort to explain 
the principle-agent problem, find that the level of managerial effort depends on an 
executive’s incentive contract (Lilling 2006). Proper incentive based compensation 
contracts decrease the likelihood of CEOs acting in their self-interest. Managerial 
ownership and stock-based compensation, such as option and stock grants, are important 
mechanisms designed to align managers' incentives with those of shareholders’ (Cheng 
and Farber 2008; Jensen & Meckling, 1976). Compensation schemes are the primary 
means of aligning managers’ interest with those of owners’ (Fama and Jensen 1983; Boyd 
1994; Jensen & Meckling, 1976). Core, Guay, and Verrecchia (2003) find that the increase 
in managerial ownership improves firm performance. 

2.2 Earnings Quality 

We define earnings as high quality if they are persistent; an attribute based solely on the 
time series properties of earnings. Some define earnings as high quality if earnings 
accurately represent the economic implications of underlying transactions and events. 
Dechow and Dichev (2002) define earnings by relating the accruals from current periods to 
the operating cash flows from last-period, current-period, and next-period. In terms of 
CEO compensation contracts, shareholders should not only use earnings to assess firm 
value, they should also use additional information about the CEO’s actions related to cash 
flow.  

Comiskey and Mulford (2000) define earnings as high quality if the contemporaneous cash 
flows are greater (less) than the recognized revenues or gains (expenses or losses), and 
low quality if the associated  cash flows are less than (greater than) the recognized 
revenues or gains (expenses or losses). In contrast, Dechow and Dichev (2002) define 
earnings to be of equal quality for firms with high versus low realizations of the sum of the 
error terms if the variance of the sum of the errors for the firms is equal. Earnings 
management allows management or those who have control over the accounting records 
to administer the outcome of the earnings towards their preference (McNichols 2002). 
Therefore, less active earnings management suggests higher earnings quality (Yang 2006). 
In addition, less active earnings management also suggests that CEOs’ goals align with 
shareholders’ goals. 

CEOs as agents of the firms should be maximizing short-term and long-term shareholders’ 
wealth, as they are now shareholders as well.  
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Executive compensation reduces shareholders’ agency costs which in turn enhances the 
firm value (Kanagaretnam et al. 2009). CEOs awarded with high equity compensation 
prefer the higher earnings quality since the higher earnings quality is associated with the 
lower cost of capital and higher stock prices (Francis et al. 2004, 2005). Huang, Wang, and 
Zhang (2009) find high CEO ownership is associated with the lower cost of equity capital. 
The lower the cost of equity capital increases firm valuation and earnings quality. Less 
expenditures in the form of lower cost of equity, capital improves earnings quality. 
Attaway (2000) finds a positive relationship between the firm performance and 
stockholders equity as a part of CEO compensation, which in turn increases the earnings 
quality. The executive stock options are effective in generating positive future payoffs for 
the firm in terms of accounting earnings (Erickson et al. 2006). Accounting earnings have a 
positive impact on earnings quality.  
 
Offering CEOs stock ownership options reduces firms’ costs and provides more predictable 
and persistent earnings. The information gap between CEOs and shareholders decreases 
when both parties are in alignment.  This bond and alignment between two parties leads 
to persistent earnings, which in turn, can improve earnings quality. 

2.3 SFAS 123 (R) 

In December 2004, FASB released a revised pronouncement, SFAS No.123 (R), requiring all 
firms to expense stock options to employees  based on the fair value at grant date (Ferri 
and Sandino 2009; Lin et al. 2011). The revised statement, SFAS No. 123 (R), the Share-
Based Payment, completely supersedes APB Opinion No. 25. The revised regulation 
requires all companies to include the impact of fair value reporting for stock option 
compensation in their income statements. The fair value of an option is determined by 
option pricing models that take into account current stock price, exercise price, expected 
dividend yield, expected risk-free interest rate, expected stock price volatility, and 
expected life of the option (FASB 2004). Furthermore, SFAS 123 (R) requires stock option 
expensing at fair value with the transfer of ownership in the form of stock options. 
 
The FASB justified the implementation of SFAS No. 123 (R) by stating that “disclosure is 
not an adequate substitute for recognition” (FASB, 2004, , p. 20). The FASB believes  that 
the value of stock-based compensation is an expense that should be recognized in net 
income (Aboody et al. 2004). 
 
Issuing stock options transfers claims on equity from existing stockholders to employees 
and dilutes existing shareholder interests. Because employees provide services to the firm, 
the value of the transferred ownerships represents a cost of generating earnings (Lin et al. 
2011). Effectively, stock compensation represents a transfer of wealth from stockholders 
to management.  
 
The revised statement, SFAS 123 (R), became effective for fiscal years, annual or interim 
periods, beginning June 15, 2005 or later, and requires all firms to expense stock options 
based on a fair market value (FMV) as determined by the organization (Young 2011). 
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The revised rule requires the adoption of fair value reporting for stock option 
compensation leading to greater (more negative) expenses thereby increasing overall 
conservatism in income (Heltzer 2010). 
 

3. DATA AND METHODOLOGY 

This section provides the data and methodology. We partition this section into four areas: 
Dependent variable, Independent variables and Control variables, Model and Sample 
Selection. 
 
In an efficient market, a firm value is defined as the present value of expected future net 
cash flows, discounted at the appropriate risk-adjusted rate of return (Kothari 2001). By 
expensing stock options, FASB believes that the financial reports provide a more accurate 
valuation of the firm. Additional costs, such as CEO compensation expense and monitoring 
costs, could negatively affect earnings quality. Because of this change, additional 
monitoring costs arise to ensure application of proper accounting methods. These actions 
improve the earnings quality of the firm, although at a price of additional monitoring 
costs. Therefore, we propose the following hypotheses: 

 

Hypothesis 1a:  The expensing of stock options in CEO compensation, 
effective by SFAS 123 (R) in 2005, is positively associated with earnings 
quality as measured before 2005. 
 
Hypothesis 1b:  The expensing of stock options in CEO compensation, 
effective by SFAS 123 (R) in 2005, is positively associated with earnings 
quality as measured after 2005. 

 
 
3.1 Dependent Variable 

Our dependent variable is earnings quality (EQ). We use Dechow and Dichev (2002) model 
to measure earnings quality with cash flow from operations (CFO) as a primary variable. 
()Earnings predictability and accrual quality, both discretionary and non-discretionary, 
serve as additional proxies for earnings quality as mentioned by Dechow and Dichev 
(2002). The following earnings quality model provides the dependent variable:   

 

ΔWC = β0 + β1 CFOt-1 + β2 CFOt + β3 CFOt+1 + εt 
      (1) 

 
The change in working capital through the sum of past, present, and future cash flows 
from operations, with estimation error represented by the residual of regression serves as 
the definition of earnings. The change in working capital and the proxy for CFO is cash flow 
from operations for cash flow related to accruals. Where, CFOt-1, CFOt, and CFOt+1 
represent past, present, and future cash flows from operations, respectively. Residuals 
from the regression equation reflect the error term.  
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The residual represents the portion of the change in working capital accruals not 
explained by lagged, current, and future cash flows. The residuals from the regression 
reflect the accruals that are unrelated to cash flow (Dechow and Dichev 2002). Prior 
research demonstrates that the cash flow component of earnings is more persistent than 
the accrual component (Sloan 1996; Fairfield et al. 2003).  Prior research indicates that 
non-current accruals are given a lower weight in determining annual management 
compensation than cash flows from operations and current accruals (Kumar et al. 1993). 
Therefore, we incorporate cash flow from operations to test the earnings quality. 
 
We include an error term as the residual of the regression with the change in working 
capital as the change of working capital from previous year to current year. The regression 
produces residuals for each case, which in turn functions as the error term. We estimate 
the final regression for all the terms mentioned above including the estimation error, 
which yields the earnings quality proxy. 

3.2 Independent Variables and Control Variables 

The CEO compensation data exists in the Wharton Research Data Services (WRDS) 
Executive Compensation (ExecuComp) Database. CEO Compensation consists of the 
following components: salary, cash bonus, stock options, restricted stocks, and others. 
Following extant literature, we define cash as the sum of salary and annual bonus (Duru 
and Reeb 2002; Nourayi and Daroca 2008; Rajagopalan and Prescott 1990; Core, et al., 
2003; Attaway, 1997; Jensen and Murphy 1990). Stock based compensation is the sum of 
the value of stock options and other stock based compensation. Other stock based 
compensation is comprised of SARs, phantom stocks, and restricted stocks. Total 
Compensation is the sum of all of these components. To obtain the aggregate of CEO 
compensation, we add salary (SALARY), Bonus (BONUS), Black Scholes dollar value of stock 
options awarded (STK_OPT), other stock based compensation (OTHER), and long-term 
incentive plan (LTIP) payouts. Following Finkelstein and Hambrick (1989) and Boyd (1994), 
we estimate CEO stock options awards as compensation by taking the natural log and 
dividing by total compensation (TDC1). Other stock based compensation is the sum of 
SARs, the value of any phantom stocks (PHANTOM), and the value of any restricted stock 
options (RSTSTK). The summation equation below equals total CEO Compensation:  

 

TDC1 =Σ (SALARY + BONUS + STK_OPT + OTHER + LTIP Payouts + All Other + Value of 
Option Grants)  (2) 

 
The different components of CEO compensation represent a continuum of shared risk 
between shareholders and agents, (Finkelstein and Hambrick 1989) and serves as an 
alignment of the CEO to the shareholders. The percentage of insider stock ownership 
(%STKOWN) functions as an independent variable. The variable total compensation (TDC1) 
in this study, serves as the deflator of the individual salary components.  
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CEO cash compensation, namely salary and bonus, should be positively linked to firm 
valuation assessed from a shareholder perspective (Agarwal 1981; Ashley and Yang 2004; 
Attaway, 2000; Gaver and Gaver 1993, 1995; Lewellen & Huntsman, 1970; Sanders and 
Mason 1998). 
 
Financial Leverage (LEV) predicts firm performance and behaves as an independent 
variable in this study. Leveraged firms are risky and result in mangers seeking safe 
investments at the expense of shareholders. Financial leverage can be positively or 
negatively related to firm performance. Financial leverage is the ratio of total long-term 
debt divided by total assets. 
 
Prior studies use return on equity (ROE) as the measure of accounting earnings (Baber et 
al. 1996; Baber et al. 1998; Lambert and Larcker 1987; 1999). Return on equity as the 
annual stock market return on the shares of common stock serves as a control and 
independent variable for this regression model (Core, Holthausen & Lacker, 1999). In 
addition, the independent variable, total assets (TA), calculates as the natural log of total 
assets. 
 
We also include HIGH_TEC as the dummy variable in the regression. This indicator variable 
is set equal to 1 for firms belonging to high tech industries, such as Drugs with SIC codes 
from 2833 to 2836, Computers with SIC codes from 3570 to 3577, Electronics with SIC 
codes from 3620 to 3674, Programming with SIC codes from 7370 to 7374, and Research 
and Development with SIC codes from 8731 to 8734.  For all other industries, the variable 
is set to 0. 
 
We use an additional dummy variable (DUMMY_YEAR) in the model to test H1. The 
dummy variable is set to 0 for periods before SFAS 123 (R) implementation to test H1a. 
The years prior to SFAS 123 (R) implementation include 2001, 2002, 2003, and 2004. The 
variable is set to 1 after SFAS 123 (R) implementation date effective June 15, 2005 for H1b. 
The years post SFAS 123 (R) implementation includes 2006, 2007, 2008, and 2009. 
 
Implied Option Expense (IMPLIED_OPT_EXP) obtained from CompuStat deflated by TA 
serves as an additional independent variable. We postulate using the period after 2005, 
that the expensing of stock options incentives of the CEO is positively associated with 
earnings quality. Stock options increase expense; and therefore, increase earnings quality 
post adoption of SFAS 123 (R). TA deflates the control variable stock compensation 
expense (STOCK_COMP_EXP). We use STOCK_COMP_EXP to test period’s post 2005 in 
H1b. 

3.3 Model 

Ordinary least square regression tests the hypotheses using the following regression 
model: 
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EQt = β0+ β1 SALARYt + β2 BONUS + β3 STK_OPTt + β4 OTHERt + β5 LEVt + β6 ROEt + β7 

HIGH_TECt 

+ β8 DUMMY_YEARt + β9 IMPLIED_OPT_EXPt + εt    (3) 

Each regression equation is at time t, where β0 is the intercept, and β1 and β9 are the 
coefficients for each variable.  

3.4 Sample Selection 

The Standard and Poor’s (S&P) ExecuComp Database provides the CEO compensation data 
mainly from the ExecuComp Annual Compensation and Company Financial and Director 
Compensation databases. CompuStat provides access to the company specific data such 
as firms' leverage, total assets, return on equity, and implied option expense. If 
ExecuComp and/or CompuStat, information for any company in the population is missing 
or incomplete that company is not included in the sample and not replaced. The firms in 
this study operate within several different industries. We segment the sample by industry 
classification SIC code and year. Consistent with prior research, firms with SIC codes 4900 
(utilities) and firms with SIC codes ranging from 6000 to 6999 (financial services) were 
eliminated from the sample. These firms are in regulated industries and experience an 
added degree of monitoring that differentiates their corporate structure from those of 
other industries. 
 
The study uses firm year observations from 2001 to 2009. This study omits the year 2005 
as the effective date of SFAS 123 (R) is June 15, 2005, for publicly traded companies. This 
study looks at four years before (2001 to 2004) and four years after (2006 to 2009) SFAS 
123 (R) implementation to evaluate the immediate response to the standards 
implementation.  
 
This effort produced 8,231 observations in the sample. The screening process described 
reduced the sample to 3,599 observations for years 2001 through 2004 to test H1a and 
4,632 observations for years 2006 through 2009 to test H1b.  The year 2007 represents 
the largest proportion of the sample with 15.2%. All years in the sample represent 
between 10.7% and 15.2% of the entire sample. Consumer durables represent the largest 
industry in the sample with 20.1%. Other industries are only representative of .03% of the 
sample. Furniture and fixtures comprise only .09% of the sample. We classify industries 
following Durnev and Kim (2005). This research tests the impact post SFAS 123 (R) 
implementation (H1b) by removing years 2006 through 2009 and years 2001 through 2004 
are separated to test the impact pre SFAS 123 (R) implementation (H1a). 
 
4. RESULTS 

4.1 Descriptive Statistics 

Table 1 provides the descriptive statistics for the variables in this study including the 
minimum value, maximum value, mean, standard deviations, kurtosis, and skewness.  
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In addition, Table 1 also provides information on CEO compensation elements as deflated 
by TDC1. CEO compensation data include salary, bonus, stock options, and other forms of 
compensation. 

Table 1: Descriptive Statistics 

Variables 

 
 
n Minimum Maximum Mean 

 
Standard 
Deviation 

 
 
 Kurtosis 

 
 
 Skewness 

        
EQ 8231 .00001 22.162 .12327 .39749 1351.74 29.510 
SALARY 8231 .00000 2.0681 .26091 .19073 3.505 1.644 
BONUS 8231 .00000 1.0000 .09149 .13285 3.979 1.802 
STK_OPT 8231 .00000 4.9204 .13319 .22823 42.253 3.839 
OTHER 8231 .00000 1.0000 .04549 .09696 34.102 5.311 
%STKOWN 8209 .00000 99.853 12.341 19.076 4.364 2.123 
LEV 8231 .00000 3.3873 .18104 .18273 21.807 2.540 
ROE 8231 -3942.51 1726.79 2.8804 117.561 608.413 -19.259 
TA 8231 1.6963 12.3970 7.30429 1.53288 -.052 .224 
HIGH_TEC 8231 0 1 .26 .438 -.789 1.100 
DUMMY_YEAR 8231 0 1 .56 .496 -1.936 -.253 
IMPLIEDOPTEXP 7409 -.1037 .6659 .007159 .023649 164.396     9.928 
 
The data from Table 1 suggests the mean earnings quality for all firms in the study is 12.3%. The mean salary for 
CEOs in the study is 26.1% of total compensation (TDC1) with an average bonus of 9.1%. CEO stock options as a 
percentage of total CEO compensation (TDC1) represent 13.3% percent. 

4.2 Univariate Tests 

Table 2 reports the Pearson bivariate correlations among dependent and independent 
variables. As shown in the table, the correlations between earnings quality and the control 
variables are in line with existing theories. None of the reported correlations is great than 
0.50; therefore, multicollinearity is not an issue. 

Table 2: Pearson Bivariate Correlations 

Variable EQ 
      

SALARY BONUS STKOPT 

 
 

OTHER 

 
% 

STKOWN 

 
 

LEV 

 
 

ROE 
EQ 1.000        
SALARY .113 1.000       
BONUS -.008 -.047 1.000      
STK_OPT -.044 -.079 -.267 1.000     
OTHER -.009 -.016 -.073 -.007 1.000    
%STKOWN .003 -.201 .175 -.340 -.087 1.000   
LEV -.026 -.045 .012 .035 .039 -.022 1.000  
ROE -.086 -.061 .054 .006 -.010 .005 -0.37 1.000 
Note: 
p<.05 
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The highest correlation coefficient between any two variables is 0.37 as displayed in Table 
2. The correlation between SALARY and %STKOWN displays low correlation. Results 
indicating a low negative correlation suggest inverse relations between two variables. 

4.3 Regression Analysis 

The research design is a multiple regression model examining the relationship between 
earnings quality and stock options as a part of CEO compensation, with other independent 
control variables. Hypothesis 1 tests for the positive association of earnings quality with 
the expensing of stock options in CEO compensation as measured before and after 2005, 
the effective date of SFAS 123 (R). The hypotheses testing uses a data set that consists of 
data collected for the dependent and independent variables including years from 2001 to 
2009. Table A (Appendix) displays the data for all sample years, data with implied option 
expense utilized for years 2001-2004 for H1a, and data with stock option expense utilized 
for years 2006 to 2009 post SFAS 123 (R) implementation for H1b. 
 
Hypothesis 1a tests the dependent change in earnings quality before 2005, whereas 
hypothesis 1b tests the dependent change in earnings quality after 2005. The Financial 
Accounting Standards Board instituted SFAS 123 (R) to mandate the expensing of stock 
options for more informative, transparent, and comparable earnings quality. Increase in 
stock options increases expenses. Hence, the precision of earnings improves with the 
adoption of SFAS 123 (R). Utilizing the period post 2005, we postulate that the expensing 
of stock options incentives of the CEO compensation package positively improves earnings 
quality.  The hypotheses test the more the value of stock options awarded to CEOs as part 
of the compensation package, the better the impact on Earnings Quality (EQ). 
 
A (Appendix) reflects the R2 value of .128 for the implied option expense sample 2001-
2004. This result suggests that the independent variable for all sample years prior to SFAS 
123 (R) implementation explains 12.8% of the variation in the earnings. This low 
percentage suggests that earnings quality is not dependent on these control variables. The 
correlation coefficient for these variables is 0.358. 
Moreover, the F statistic of 72.104 is greater than the critical value. Given that, the 
significance level (0.000) is less than alpha (.01), we reject the null hypothesis.   Therefore, 
there is support for H1a supports the expensing of stock options in CEO compensation, 
effective by SFAS 123 (R) in 2005, is positively associated with earnings quality as 
measured before 2005.  
 
Regression analysis shows that the following variables are statistically significant at the .01 
level for sample years 2001-2004: SALARY, BONUS, LEV, HIGH_TEC, and 
IMPLIED_OPTION_EXPENSE. Therefore, the evidence supports H1a stating the expensing 
of stock options in CEO compensation, effective by SFAS 123 (R) in 2005, is positively 
associated with earnings quality as measured before 2005.  
 
Table A (Appendix) reflects the R2 value of .078 for the sample after SFAS 123 (R) 
implementation for years 2006-2009.   
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This represents the proportion of the total variation or 7.8% of the value of earnings 
quality explained by the independent variables after implementation of SFAS 123 (R). The 
findings suggest that earnings quality is not dependent on these control variables. The 
correlation coefficient for these variables is 0.280. Furthermore, F statistic of 48.669 is 
greater than the critical value. Given that the significance level (0.000) is less than alpha 
(.01), we reject the null hypothesis. Therefore, there is support for H1b that the expensing 
of stock options in CEO compensation, effective by SFAS 123 (R) in 2005, is positively 
associated with earnings quality as measured after 2005.  
 
A regression analysis of earnings quality as the dependent variable shows statistical 
significance for SALARY, STK_OPT, OTHER, LEV, ROE, HIGH_TEC, and IMPLIED_OPT_EXP. 
IMPLIED_OPTION_EXP from 2006-2009 is positively related to earnings quality (EQ) 
suggesting expensing of stock options as mandated by SFAS 123 (R) and earnings quality 
have an association. Therefore, these results support H1b stating that the expensing of 
stock options in CEO compensation, effective by SFAS 123 (R) in 2005, is positively 
associated with earnings quality as measured after 2005. These findings augment the 
agency theory providing evidence of the mitigation of these conflicts by bonding and 
alignment of CEO’s interest to shareholders interests. 
 

5. CONCLUSION 

This study presents a framework for the understanding of stock options as a part of CEO 
compensation expense as prescribed by FASB 123 (R). By examining earnings quality and 
expensing of stock options, we find support for the bonding effect. The results support all 
hypotheses. A positive association exists between the expensing of stock options in CEO 
compensation, effective by SFAS 123 (R) in 2005, and earnings quality. Not one predictor 
variable had an advantage over the other variables in predicting earnings quality. We find 
a statistically significant difference in earnings quality and the expensing of CEO stock 
options as part of CEO compensation tested before and after 2005.  
 
With the majority of the publically traded firms using stock options and other forms of 
long-term compensation to align the interests of the CEO and owners, there is a hope and 
need for continued efforts in improving the transparency and comparability of financial 
statements as prescribed by the FASB. Compensation committees should continue to 
monitor CEO incentives to reduce agency costs and thus improve EQ. An objective of this 
study was to direct attention to these results whereby the actions proposed may increase 
the global comparability and transparency among financial statements. Business 
education and management training of CEOs are the groups targeted for such 
recommendations. 
 
This study makes significant contributions to the research on earnings quality and stock 
options as part of CEO compensation.  This study contributes to the literature in the area 
of executive compensation by examining stock options expensing as part of CEO 
compensation and its relationship to earnings quality. 
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However, suggestions for future research indicate, there is a great deal yet to be learned 
about the nature of CEO compensation and its relationship to earnings quality. We hope 
that future researchers will address some of these issues in further investigations. All of 
these contributions to the literature are positive and help further the study of earnings 
quality and expensing of stock options.    
 
As a result of this study, several additional interesting research questions arise. With the 
enactment of Sarbanes-Oxley Act passed in 2002 the impact on the relationship between 
CEO stock option compensation and earnings quality might require additional exploration.  
This study focuses on CEO compensation; future studies might include research on 
executive and employee compensation, which may provide more objective information on 
compensation.  Stock options granted to all employees not just the CEO can be an 
interesting future study.  To see if other long term compensation components affect 
earnings quality such as restricted stock and phantom stock for example, might be a 
future investigation. 
 
Additionally, reviewing the compensation committee characteristics may be a future 
research opportunity.  Compensation committee characteristics such as independence, 
existence, experience, and educational background may affect the components of the CEO 
Compensation.  To study the compensation committee’s impact on earnings quality could 
be a future exploratory study. 
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Appendix 
 

Table A: Ordinary Least Square Regression Analysis 
 All Sample Years 

2001-2009 
 

Implied Option Expense 

2001-2004 

Stock Compensation Expense 

2006-2009 

 

Variable Coefficient  t-value Significance   Coefficient  t-value Significance Coefficient  t-value Significance  

Constant .025 ** 2.013 .044  -.120 *** -5.378 .000 .052 *** 4.443 .000  
SALARY .219 *** 9.393 .000  .322 *** 6.757 .000 .200 *** 8.796 .000  
BONUS .040  1.127 .260  .250 *** 4.053 .000 .026  .635 .526  
STK_OPT -.029  -1.302 .193      -.035 ** -1.991 .047  
OTHER .076 * 1.728 .084  .138  1.465 .143 .110 *** 2.566 .010  
LEV .007  .280 .780  .151 *** 3.290 .001 -.064 *** -2.654 .008  
ROE .000 *** -6.298 .000  .000  -1.322 .186 .000 *** -6.791 .000  
HIGH_TEC .175 *** 17.089 .000  .085 *** 4.178 .000 .138 *** 13.060 .000  
DUMMY_YEAR .000  .028 .978           
IMPLIED_OPT_EXP .000 *** -5.064 .000  4.835 *** 18.005 .000 .000 *** -4.007 .000  

               
R    .234     .358    .280  
R2     .055      .128     .078  
F     53.077      72.104 **    48.669  
Significance      .000 ***    .000  ***   .000  *** 

Note: For both samples before and after SFAS 123 (R) 
*p<.10; **p<.05; ***p <.01 
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ABSTRACT  

Innovation became an important element in acquiring 
knowledge, in increasing the sustainable and a potent economic 
growth, global competitive power, and social welfare. The 
developed countries largely give importance the cooperation of 
university- industry – government, in order to be able to produce 
the high value added technologies, and to transfer the studies 
conducted in university and the practical knowledge in industry 
to university. Cooperation of university - industry expresses a 
process, in which the university and industry with the innovative 
studies they carried out, increasing the employment 
opportunities, provided the economic advantages, and thus 
supported to each other. The increase in the global competition 
makes unavoidable the development of university –industry 
cooperation and fortification of the entrepreneurship activities in 
the developing regions. The successes in cooperation become 
very effective in the developedness of nations: Therefore, among 
the issues most discussed by the academic, administrative, and 
political circles, university –industry cooperation is the leading 
one. From now on, on the point arrived, by adding the research 
activities to the educational activity, main mission of universities, 
making a contribution to the social development, moves the 
concept of entrepreneur university to the agenda and one 
mentions about giving an active role to the universities in the 
national innovation system. 

 
1. INTRODUCTION 

In today’s technology, while the foreign dependency is tried to be impeded, developing 
the research, technology developing, and innovation culture, a transition process to the 
information society is focused. This cooperation consists of the interdependences of 
University, as an institute producing knowledge that is the most important instrument of 
the cooperation of university-industry and, of industry, as an institute transforming this 
into the application (Akdoğan, 2007: 86). The concept of university –industry cooperation, 
as old as that human beings began to live in a society, forms with working of the institutes 
having the distinct aims and targets in harmony, coming together for a common aim. 
Carrying out the scientific and technological studies, and that the government prepares 
organizations provide the social welfare to develop (Yücel, 1997: 69).  
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With the changes experienced in the production of knowledge, linear innovation model, 
known as network of indirect relationships that is sequential and takes long time and that 
has its effect on the world until 1970s, replaced with non – linear innovation model that 
rapidly gets result and where, all parts are in interaction. Together with non-linear 
innovation model, the structures, traditionalized for hundreds years, entered the new 
searches. These searches also brought together the clustering, innovative environment 
regional innovation systems, new industrial focuses, learning regions, Triple Helix, 
networks, and in-region and out –region interactions . Upon globalization period in the 
world, policies, applications and theories of University-industry cooperation showed 
change with new approaches. Understanding importance of innovation in this period 
activated internal dynamics of development. Beside development of models that use 
innovation as an important tool at university-industry cooperation, innovation became a 
part of global economy and countries have been assessed subject to their performances. 
In this regard roles of the actors in the countries have been determined; integration of 
education, research and innovation triple has taken its place in the agenda. The Concept 
of university –industry cooperation , The concept of Innovation ,Innovation in university –
industry cooperation, Linear and non-linear Innovation Models, compared Triple Helix 
Characteristics and Trends in Japan, USA(United States Of America) and EU(European 
Union) will be examined at the study. Innovation that is key of economical development 
today will be considered and importance of innovation at university –industry cooperation 
and The Global Competitiveness Index in Detail will be mentioned in this study. 

 

2. THE CONCEPT OF UNIVERSITY –INDUSTRY COOPERATION  

University- industry cooperation is a cooperation area that expresses the activities of the 
education and instruction, R & D, and the other activities carried out by combining the 
existent resources of universities with the existent resources of industry in systematic way 
so that it can provide benefit to both parts (Dura, 1994: 101). Science, or scientific 
approach is a requirement of university –industry cooperation. University –industry 
cooperation plays important role in identifying the tasks of information transfer 
partnership and conceptualizing the information transfer between universities and 
industry. Besides that university-industry cooperation is an important actor in presenting 
the qualified technology and buying the industrial instruments, it also provides a 
competitive advantage, affecting the rantability, productivity, economy, and continuity 
and reducing the risks. (Gertner, et al., 2011:625-647). R&D activities, a part of university-
industry cooperation is very important in developing the achievement factors such as 
rapidity, competition, and productivity in terms of business enterprises. In business 
enterprises, the density of R&D emphasizes that the efforts of university-industry 
cooperation should be accelerated (Rasiah and Govindaraju, 2009: 529-550). It is claimed 
by sciences historians that the first examples of university –industry cooperation initiated 
with the studies the European companies carried out together with the researchers in 
universities in 1880s (Etzkowitz,1998: 823-833 ). However, the history of university –
industry cooperation first began in England in 17th century.  
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In 17th centuries, “History Of Trades” program, shaped by Francis Bacon’s views, enabling 
the producers to benefit from each other, targeted on facilitating the scholars to produce 
solution for the problems emerging in the production and formed an product catalogue 
transferring to the paper how the main products were produced in detail. This thought 
was evaluated in “Royal Society of London”, one of academic organizations (out of 
university) emerging in the second half of 17th century. Royal Society of London, laying the 
foundation of university- industry relationships, embraced “History of Trades” program 
and pioneered industry revolution that will start in England (Erdil, et al., 2013: 98). In the 
mid-19th century, in England, Cambridge university, thanks to licensing the inventions and 
structuring the companies, became one of the first scientific research centers. (Meyer-
Krahmer and Schmoch, 1998: 835-851).  

Toward the late 19th century, USA  universities, transforming into the large research 
agencies, the entrepreneur universities stood out. In USA, the first examples of university-
industry cooperation was seen in Harvard University and MIT(Massahusetts Institute of 
Technology) (Etzkowitz, 1998: 823-833). Also, the other European University, being under 
the influence of the change in England and USA, went toward the cooperation with 
industry. 

Germans, in the mid-19th century, transferring the important resources to the universities 
improving the research aiming at industrialization and national development, first 
acquired the mission that the research is an inseparable function of universities (Meyer- 
Krahmer and Schmoch, 1998: 835-851 ). The beginning of an important change in 
university -industry cooperation is expressed with the development in the areas of science 
and technology during 2nd World War. In this period, between the academic and industrial 
sectors, the new agreements and cooperation were proceeded. (Atik,2007:361). The 
governments of Germany, England, and Canada benefited from the competency of the 
research university for the technology they used during the war. Thanks to the academic 
research, the new technologies such as nuclear energy and radar were further developed. 
After 2nd World War, it revealed that the academic research was an important factor in the 
national development. In this period, it clearly emerged that university research was a 
“basic research” and that industrial research was applied research (Srevatsan, 2011: 13).  

The changes experienced after the 2nd World War influenced the research programs of 
universities and their structures and fund resources changed. In this period, university 
research was carried out by the funds of private companies, instead of public resources. 
This situation caused the subjects of research to shift to the different fields, planning and 
decision to pass to the private sector and, especially, the discussions and regulations 
related to intellectual property rights.  

The cooperation between the universities, independent research agencies, and the firms 
of private sector increased. The importance given to the education and courses, initiated 
by universities, increased (Uysal, 2012: 64). “University originated research” approach that 
became successful throughout 2nd World War also continued after war until 1980s. The 
main pillar of this process caused the mere science to be shaped best and the conducted 
basic research to be shaped in the direction of improving the social life.  
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After 2nd World War, the report titled “Science-The Endless Frontier, written by Vannevar 
Bush, the head of scientific R&D institutes and consultant of US president in 1945, became 
one of the most important documents in the scope of the research dimensions of 
university that are increasingly institutionalized, the contributions of research outputs to 
the economic welfare and development, and applications of university –industry 
cooperation all over the world in terms of developing the idea and model (Kiper, 2010: 
21).  

In 1970s, the rises experienced in oil prices caused the recession in the industrial branches 
all over the world and decrease in the production. The countries, such as USA and Japan, 
going toward R&D activities in the industrial sectors, went to a close cooperation between 
universities and research institutes. Depending on the cooperation, in the areas such as 
space technologies, automation and robotics, new energy resources, and biotechnology, 
technological developments were experienced (http://www.pdfio.com/u/ 
stradigma_com/,30.09.2013).  

In 1980s, the changing world balances resulted in reshaping of R&D activities, increase of 
customer satisfaction, growing importance of technology, and being to be focused on the 
firms that produce products meeting the demands of customer. In these years, the role of 
Fareast countries, particularly Japan, in the world market increased and USA also started 
to move about making a new university -industry cooperation. New cooperation model 
was termed as “competitive approach”. Commercializing of universities, expected them to 
support the development in the local, regional, and national level, except for the 
education and research stood out (Uysal, 2012: 63). In these years, the importance of 
cooperation between university and industry was considered as a driving force of 
economy for the regional development. In 1980s, the policies supporting the university –
industry cooperation had three aims. Among these, the first was university research 
supporting the technological developments in the sectors that are important to the local 
industry; the second was facilitating the cooperation research in university –industry 
centers; and the last was identifying the programs for university research to enter the 
small sized firms (Srevatsan, 2011: 14).  

When arrived to 1990s, universities, adding the cooperation with the government and 
industry to their missions, obtained growth in this area. The developing countries 
encouraged the universities to make cooperation for developing strategies. In most of the 
members of Organization for Economic Cooperation and Development, this relationship 
was intensified (Martin, 2000:35). Toward the end of 90s, hese developments, together 
with them, caused the formation of the institutional; legal, administrative, and behavioral 
patterns. From instructional point of view, as a result of university research, spin off 
companies were established In the legal area, particularly the studies toward intellectual 
property rights, the positions of parts in the research project of university, and regulations 
toward financing the research projects by the private sector were carried out. University-
industry partnerships, as administrative, independent research institutes, and university 
research institutes formed (Ranga, 2002: 1-28).  
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This process accelerated the commercialization process of academic research results and a 
number of entrepreneur university were founded. But the issuers such as that the 
resources are increasingly in the different groups; that university research projects consist 
of the projects that are short termed and have expectation of trade achievement; the 
interest confliction increasingly growing between social classes; the constrictions 
experienced in the funding possibilities of scientific research, and that the results are not 
adopted by public opinion became a current issue.  

In the developed countries, the requirement that university-industry cooperation is 
reconsidered emerged (Ranga, 2002: 1-28). Today, in the framework of university- 
industry cooperation in the world, there are a number of institutes and research center. 
The best example of cooperation in the world are Silicon Valley, MIT, and Stanford 
University in USA. 

 

3. THE CONCEPT OF INNOVATION  

Innovation, a word coined from “innovatus” in Latin, refers to, in respect with its origin, 
“beginning to use the new methods in the social, cultural, and administrative 
environment” (Elçi et al., 2008: 25). Due to the definition of innovation and meanings it 
holds, from time to time, ambiguity can be experienced. Innovation, as a concept, tells 
both the renewal that is a process and novelty that is a result. According to EU and OECD 
(Organization for Economic Cooperation and Development) literature, innovation, as 
process, “expresses to transform an idea into a marketable product or service, into a new 
or developed distribution method, or into a method of a new social service” (Yağcı and 
Yavuz, 2010: 597). Innovation that acquires a place in Turkish and in the languages of 
world as a technical term, as also expressed in its lexical meaning, puts into words the 
result of novelty rather than it itself and the economic and social process depending on 
differentiating and modifying (Elçi et al., 2008: 25).Innovation was first defined by 
Schumpeter as a “driving force of development” and then this concept was considered by 
the different schools of economics in different forms (Mercan and Tünen, 2010: 614). 

According to Schumpeter, innovation includes the activities such as inventing a new 
product, developing a new production method, establishing a new market, developing the 
new resources, and forming a new organization in any industry (http://www.lib.hit-
u.ac.jp/service/tenji/amjas/Kurz.pdf. ,10.10.2013)According to Lowe and Marriott 
(2006:18-21), even though innovation is an ability to learn and apply, it includes, changing 
the opportunities to the opinions and using them in the common applications, the new 
methods and technologies in producing the new products. Thus, the firms can provide 
their competitive advantages through the movements of innovation. According to Mytelka 
and Smith (2001:8-11), the data on innovation in EU present that it is also commonly used 
in the service sector. The firms, beside R& D activities such as education, capital, market 
research, and design development, spend money on many input. Although the innovation 
made by firm is not only a decision independently made at the level of firm, but also it is 
also defined as a process shaping the behaviors of firm and showing its effect in the social 
and cultural context and the theoretical and organizational framework.  
 

http://www.lib.hit-u.ac.jp/service/tenji/amjas/Kurz.pdf
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According to Kasza (2004:5), innovation is a research activity including discovery, 
experiment, development, imitation, and new products; new production systems; and 
new organizational installations. Dosi notes the features of ambiguity and cumulativeness 
of innovation. Cumulativeness reveals as a result of learning process of innovation. In 
terms of product and production process, innovative activities include the unknown 
discoveries. There is always risk in innovation.   

3.1. Innovation in University –Industry Cooperation  

The concept of university – industry cooperation, beginning from 17th century it became a 
current issue, was considered in the framework of the innovation and innovation models. 
Innovation models consist of the connections and cooperation between the various 
institutes such as academy, government, private sectors, markets, and cultural and 
political systems Even though the interactions between institutes lead to the new learning 
process and new information, also cause the increase of regional and technological 
innovation (Srevatsan, 2011: 3 ). The change in the innovation approach, after 19752, 
showed a parallelism with the policies of science, technology and industry.  

Especially, from the linear models, in which disciplinary approaches are dominant, the 
non-linear models, in which interdisciplinary approaches are based on, stood out (Kiper, 
2010: 23). During and after 2nd World War, as a result of successful technological 
developments, linear innovation model gained importance. Linear innovation model 
considers the effect of a single variable in novelty.  

Figure 1: Linear Innovation Model 

 

 

 

Source: Kiper, 2007: 147, Godin, 2006: 639-667. 

 

As seen in Figure 1, this innovation model starts, first of all, with a basic research being 
carried out by the universities, government, research institutes, and laboratory of some 
large firms and innovation activities and with applied research, experimental 
development, production, introduction of product, and realization of sale  
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Figure 2: In linear Innovation Model, Classical Relationship between University, Industry, 
and Government  

 

 

 

 

 

 

 
Source: Kiper, 2007: 151. 
 

According to Figure 2, in linear innovation model, the relationships of university, industry 
and government reflect a process in the form of that in the frame of social expectation, 
the government transfers resources to university; that university makes scientific research 
with this; that it delivers the results of research and industry makes production with this. 

Non-linear models depend on the interactions between different variables rather than a 
single variable and include, as a result of the complex and continuous interaction in many 
people, institute, and environment; the feedback of research, technological and scientific 
information, production process, market toward the future, and invention (Srevatsan, 
2011: 29).  

Interactive innovation model explains that developing the cooperation between university 
and industry, the economic growth, renewals in technology, and science and technology 
occur through social responsibility (Harayama, 2003: 1-9). Non-linear innovation models, 
through feedbacks, considers the interactive and repetitive terms (Etzkowitz and 
Leydesdorff 2000: 109-123). 1970s and 1980s proved that the model considering the 
innovation process as linear remained insufficient.  

Following Cold War, in the industrialized countries not carrying out a basic study in a large 
scale, the achievement in developing of technology became widespread the opinion that 
the linear model did not work. Introducing, spreading and applying the information, and 
focusing on the cooperation between institutes increased the importance of nonlinear 
innovation models. This situation caused the cooperation models of university –industry 
that are very complicated and multi-actor to become a current issue. Nonlinear innovation 
models were used in the studies carried out, policies, and structuring as follows:  

1- National Innovation System 

2- The approach of new “Mode 2” in the production of scientific information  

3-Triple Helix” Model  

Besides these models, the cooperation networks such as the regional innovation 
strategies, clear innovation, and clustering, the concepts and applications internalization 
etc. are also considered in the frame of innovation models.  

Government 

Financial Resources 

Social Expectation 
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3.2. National Innovation Model  

National innovation system, evaluated an important element in the developments of 
countries, considers the necessary knowledge and experiences about being able to 
produce the various products in the quality that is associated with each other and 
supportive to each other. Also, the system of interest, in such a way that it will broaden 
horizon of the development and growth, it enables the groups of products and production 
process to be dentified (Soyak, 2007: 1-5). The effect of deficiencies in institutionalism on 
the development has an importance as large as technology deficit in the developing 
countries On this point, the institutes arranging the innovation activity serves as executive 
and holder of the competitive development programs. Economic development and 
institutionalism of innovation system are evaluated together. When regarding from a 
developmental perspective, national innovation system that is existent as a subsystem in 
contemporary nation-state scope goes toward the targets of national competition and 
national development simultaneously. For this purpose, about supporting the innovation 
activity, it provides the use of the institutes, and firms of R&D,; agencies supporting 
innovation, and innovation infrastructures effectively in national dimension (Arıkan et al., 
2003: 215 ).   

In 1990s, national innovation system approach, developed in different places of USA and 
EU, today, also continues to spread academics as well as policy makers (Işık  and Kılınç, 
2012: 175). In 1990s, the concept of national innovation model attracted a highly interest 
in the process of forming the science, technology, and innovative policies. National 
innovation model, besides it includes the agencies affecting the technological 
improvement, in terms of that it emphasizes the position of countries in the competition 
and jıb division, also became highly effective on the science and technology policies 
implemented (Saatçioğlu, 2005: 181).  

The concept of national innovation model was introduced by Frederich List, German 
philosopher. List criticized the classical economists, because they did not give sufficient place 
the science, technology, and skill in the development of nations. List, suggesting that the 
dominance of England in the world market was resulted from its technological dominance, 
considers that, even though many English economist argue free trade, in practice, the 
English governments follow the policies that are protective and try to prevent the 
technology transfer abroad (Saatçioğu, 2005 181 ).  

A general definition of National innovation system, again made a current issue by Freeman 
and developed by the contribution of a number economists, could not be made. Freeman 
suggested that its success depended on the educational system between and within the 
firms, managements, and sub –systems. Freeman argues that these interactions initiated, 
imported, modified, and spread the new technologies (Freeman, 1995: 5-24). The concept of 
national innovation system is considered as important institute for examining the technology 
by interactional organizations and policy maker in many places of the world. In order to be 
able to measure the success of national innovation system and to be able to compare the 
systems of countries to each other, systems are also developed. In this scope, collecting the 
statistical information pertinent to the countries by the agencies whose competencies are 
known, for the inputs and outputs of innovations, the measurable analyses are tried to be 
conducted. Among these, innovation ration card, provided by EU, gives an idea about the 
success of country innovation systems (Kiper, 2010: 25).  
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4. “MODE 2” INFORMATION PRODUCTION MODEL 

Globalization is that the world economically becomes a great market and expresses the 
effect of technological developments on the human life, popular culture, culture, and 
similar concepts. Globalization affect each area and each institute. One of these institutes 
is education, and, depending on this, universities, because universities, together with 
modernism, are seen as one of the most important instruments (Yılmaz and Horzum, 
2005:104). The change of social structures in universities caused, in time, the 
understanding of information producing to change. That information productions systems 
in universities themselves do not hold time concern and indifference to the problems 
experienced in practice reveals that a new road map should be drawn (Kiper, 2007: 148). 
Mowing away from introverted information production approach, stated as “Mode 1”, in 
which academic concerns are dominant, one began to be worked with “Mode 2” 
approach, i.e. in daily life and in closer contact among the other information managers. 
“Mode 1” is defined as information production approach that stands out the disciplinary 
structure of universities and in which, the information produced by this approach are 
published in academic magazines and, generally with this way, shared with all academic 
community (Hahendahl, 2005: 1-21). While quality measurement of information outputs 
of Mode 1 is mostly realities, information output of Mode 2, is the “performance of 
employees”. Via cooperation organizations such as clusters and networks, information 
terms are the important factors of “Mode 2”.  

 

5. “TRIPLE HELIX” MODEL  

The increasing role of information from the view point of society, and of university from 
the view point of economy stood out the relationships of university-industry and the 
institutional relationships between government, private sector, and university toward 
innovation were analyzed by Triple Helix model (Etzkowizt, 2002: 1-18) This model, 
described by Etzkowitz nad developed by Leydesdorff, in contrast to linear innovation 
model, represent the instructional relationships between public, private sectors and 
academy world by Triple Helix and fix these relationships at the different levels of the 
structure under consideration and try to explain the use of information as capital (Kiper, 
2007:153). Triple Helix model, introduced by Etzkowitz and Leydesdorff, inspiring from the 
similarity in double helix of DNA structure, with the motivation to encourage the academic 
research and economic development, as interweaved rings, was formed in the axis of 
university, industry and government.  

Model attempts to explain the management of science and technology world, information 
spread; social responsibility and acceptability of science; and the relationship level of each 
actor in the innovation process (Çetin, 2009: 54). In 19th and 20th centuries, the different 
helixes formed by university-industry-government effectively occurred. However, In the 
exchange relationships between them and internal events in each of them, with 
historically examining three helixes in a single way, Triple Helix model appeared (Etzkowitz 
and Leydesdorff, 2000: 109-123; Shinn, 2002: 599-614).  
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The world now shifts to this model, in which it overlapped the roles of three actors on this 
model; the solidarity and cooperation, and continuous interaction are effective: Helix 
model evaluates the function of universities in the formation of new companies, and in 
facilitating the regional growth in the other projects such as science parka, incubation 
plants, universities, and  Technology transfer offices (Etzkowitz, 2002: 1-18).  

Triple Helix model is an important model for innovation structure of university –industry 
interaction in information based society (Etzkowitz, 2003: 293-337 ) According to 
Etzkowitz and Stevens(1995:13-31), “in addition to the connections between university - 
industry – government, each actor acts the role of the other one”. Thus, universities, 
assuming beside academic dimension, the various studies such as marketing information 
as tasks related to entrepreneur, provide sharing of information between each other.  

 

Figure 3: Statist University –Industry –Government Cooperation Model 

 
Source: Etzkowitz, 2002: 1-18; Etzkowitz ve Leydesdorff, 2000: 109-123 

 

As seen in Figure 3 statist university – industry -government cooperation model shows a 
relationship, in which national state includes in academy and industrial sector and 
manages the relationships between these two sector. This model is related to Soviet 
Union and East European Countries, where state owned firms prevail.. Model was seen in 
Latin America, and in European countries such as Norway (Etzkowitz, 2002: 1-18 ).  

Figure 4: Liberal University –Industry –Government Cooperation Model 

 
                                       

Source: Etzkowitz, 2002: 1-18; Etzkowitz ve Leydesdorff, 2000: 109-123 
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As expressed in Figure 4, liberal university –industry - government cooperation model 
expresses a system, in which the government are less dominant, the limits of each of 
institutional area is clearly defined, and the frame of relationship with the others. Swedish 
policy can be given as an example for this liberal model (Etzkowitz, 2002: 1-18).  

 
Figure 5: Triple Helix Model in University - Industry -Government  

                        
Source: Etzkowitz, 2002:1-18; Etzkowitz ve Leydesdorff, 2000: 109-123 

 

As seen in Figure 5, Triple Helix Model in university –industry- government is a model, in 
which there are dynamic triple relationships such as academic entrepreneurship, strategic 
alliances between companies, government –university - industry cooperation, the 
common use of facilities This model represents a developmental focused and innovative 
model, in which the three areas (university – industry -government) showing continuous 
development affects each other and the institutes act not only for realizing their own 
aims, but also the aims of the other institutes. This method, as known Triple Helix, are 
very frequently used in Europe (Etzkowitz, 2002:1-18; Lefebvre et al., 2009: 1-13).  

In the framework of Triple Helix model, in the regional development, university 
undertakes roles such as regional agglomeration, human capital accumulation, 
governance, and cultural norms. As a result of establishing the new firm and location of 
the new or existent firms around university, changing the information into capital, and 
projects on capital accumulation occur in the framework of the region focused education, 
research and entrepreneurship activities, and regional agglomeration. Integrating the 
activities of education and information; establishing the firms; and developing the 
program that foresee between –institutes communication; developing the educational 
programs for meeting the regional need; recruiting region focused student and graduate; 
and forming the learning process that knows the region actualize via human capital 
accumulation. By examining the weakness and strength, bringing the industry and 
government into together, the capitalization of information; motivating the regional 
innovation strategy; again by making a contribution to the social and cultural base of the 
region, increasing the effectiveness of governance; shaping the regional networking and 
institutional capacity with the participation of the employees of agency in the relevant 
entities; and the service of information and examination to support making decision and 
networking and networking between the national cultural and international actors comply 
with governance.  
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The traditional university- industry – government jointing related to the information 
occurs in the framework of the cultural norms. The role of university in the regional 
development occurs by linking the region focused activity to the local environment of 
university. University getting close to its region, with the resources of human, skill, and 
information, increasingly makes more important contributions to regional networking, and 
developing the institutional capacity. Beside its scientific and technologic roles, university, 
contributing to the social and cultural base of the region, increases the effectiveness of 
governance. The concept of learning economy relates the economic success to the 
capacity to acquire the new information and talents; does not limit the instruction with 
high technology sectors; and takes place in all parts of society. In the learning region, 
individual skills, as a result of inter-groups information transfer, learning systems emerge 
(Durgut, 2007: 14-15).   

Triple Helix model consists of actors at micro level, institutional structures at meso – level, 
and “codes and regulations ” at macro level ( (Viale and Ghiglione, 1998: 1-8; ; Kiper, 2007: 
153-154).  

Actors; Actors consisting of the sectors of academy, government and industry, play at 
micro level. In the framework of this model, the public researchers are asked to work in a 
company; private entrepreneurs to work in a laboratory or TTO of a university; academics 
to be small sized private entrepreneurs of the projects they developed; and the 
researchers of academic and industrial sector to serve in a public project or in 
management of the regional technology transfer institute.   

Institutional structures ; These are, forming the technological information, the structures 
organizing the production and playing role in macro level. Hybrid innovation structures is 
hybrid formed structures that are directly responsible for the use of information and 
production; and that emerge from the interaction between university, industry, and 
government (For example, high technology based companies emerging from university, 
spin-offs, risk capital structures established by university ).Innovation interfaces are the 
institutes functioning interface between business world and universities. Innovation 
coordinators that are kept responsible for coordination and management of the 
innovation efforts in the different areas.  

Codes, rules and guidance; These are elements playing role at macro level. These 
elements fix the polices and their applications. Actors play their roles according to this 
framework and regarding to the finance supporting mechanisms. In USA, Code of Risk 
Capital, enacted to support high technology company with the instruments of the science, 
technology, and policy and Nasdaq Stock Market, established for these companies to 
benefit, are the examples of legal framework and institutional mechanisms serving this 
aim. Code od Risk Capital, enacted to support advance technology companies and some 
effective instruments such as Nasdaq Stock Market, established for the companies, similar 
to this, to benefit serve this aim (Kiper, 2007: 153-154).  

From historical point of view, the countries suggested the innovation models by Triple 
Helix model, in which the government earlier largely affected the relationship and 
performance between the university and industry. In this model, the role of each actor is 
certain and these roles do not overlap.  
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Today, most of countries pass to Triple Helix model, in which each innovation structure, 
like interface and institutes, plays role (Sakınç and Bursalıoğlu, 2012: 97)).In 1970s, against 
the increasing technological competitive power of Japanese companies, in 1980s, in USA, 
considering the analyses drawn from the economic achievement of Japanese innovation 
system (e.g. low cost manufacturing), some reforms such as Code of Intellectual Property 
Rights are put into operation. In 1990s, the success of American innovation model that 
develops in the leadership of computer technology made leadership in the reform of 
national innovation system still continuing in Japan. At the present days, USA, based on 
some examples in the existent Japan policy strategy, concentrates on the more advance 
processes in the areas such as education and mobilization of human resources (Jofre and 
Andersen, 2009: 5).  

Table 1: Compared Triple Helix Characteristics and Trends in Japan, USA and EU 

 
Source: Jofre and Andersen, 2009: 5 
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In Triple Helix model, in the context of university – industry –government, the way and 
tendencies followed in Japan, USA; and EU are summarized in Table 1 Triple Helix model 
are still conceptually very fluid. One of the most important reasons of this is the concepts 
such as national innovation system, techno-economic paradigms, new information society, 
innovation models, and approach of “Mode 2” information production are closely related 
to each other (Kiper, 2010: 30-33). 

The problems experienced in the world economy in the financial meaning affect the 
countries. But, in the scope of innovation and R&D, the counties featuring university – 
industry cooperation can more easily come over these problems experienced.  

R&D (Research&Development) and innovation are directly related to the height of the 
welfare level of countries. Beside the individual capabilities, entrepreneurship, and public 
supports, it is an important factor for innovation. The firms such as Google, Apple, and 
Boeing are in USA, because, besides USA is a leader country in the innovation area, it 
enables the most appropriate environment to form for the innovation of public policies, 
on ecosystem, cooperation environment, academics, entrepreneur, national market, 
financial system, and all other components. In Turkey, the inadequacy of national policy, 
and that ecosystem is not suitable, cause it lags behind in university – industry 
cooperation (MÜSİAD, 2013: 27-28).  

 

Table 2: The Global Competitiveness Index in Detail 

Country 
Capacity 

for 
innovation 

Availability 
of scientists 

and 
engineers 

Quality of 
scientific 
research 

institutions 

University-
industry 

collaboratio
n in R&D 

State of 
cluster 

developmen
t 

Company 
spending on 

R&D 

PCT patents, 
applications
/million pop. 

Switzerland 2 14 2 1 9 1 2 

UK 12 12 3 2 10 12 18 

USA 7 5 6 3 12 7 12 

Japan 1 2 11 16 5 2 5 

Germany 3 40 10 11 8 4 7 

South Korea 19 23 24 25 22 11 9 

Singapore 20 13 12 5 3 8 13 

China 23 46 44 35 23 24 38 

Finland 4 1 13 4 6 3 3 

Israel 6 9 1 8 58 6 4 

Puerto Rico 38 3 38 32 32 35 - 
 

Sweden 5 4 9 7 14 5 1 

Taiwan 15 7 19 12 1 10 - 

Italy 28 45 43 65 2 32 24 

Turkey 48 41 88 70 43 56 42 

Source: WEF -The Global Competitiveness Report 2012–2013 
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You will find alignment of some countries subject to their innovation capacities at Table 2. 
Japan is at the 1st order at innovation capacity among 144 countries in the world, Swiss is 
at the 2nd order, and Germany is at the 3rd order. Finland is at the 1st order, Japan is at the 
2nd order and Puerto rico is at the 3rd order about growing scientist and engineer. 
Regarding to number of scientific research institution, Israel is at the 1st order, Swiss is at 
the 2nd and England is at the 3rd order. Swiss is at the 1st order, England is at the 2nd order 
and USA is at the 3rd order about university-industry cooperation. Taiwan is at the 1st 
order, Italy is at the 2nd order and Singapore is at the 3rd order about aggregation 
potential. 

 Swiss is at the 1st order, Japan is at the 2nd order and Finland is at the 3rd order about 
private sector and RE&DE expenditures. Sweden is at the 1st order, Swiss is at the 2nd order 
and Finland is at the 3rd order about usable patent. Turkey is at the 48th order at 
innovation capacity; at 41st order at growing scientists and engineer; at 88th order about 
number of scientific research institution; at 70th order about university-industry 
cooperation; at 43rd order about aggregation potential and at 56th order about private 
sector and RE&DE expenditures and at 42nd order about usable patent 

 

6. RESULT 

Although innovation process is expressed by the harmony of learning national economies 
with the global system, that the novelty potentials recognize the institutional variations is 
correlated to the development and competitive stages The process that is desired to be 
reported with the innovation system, through its making a contribution to realization of 
rationality action, is to provide the long termed optimal use of resources (Karaçor, 2007: 
43). The fact that the decision makers are in mutual interaction reaching the aim function 
constitutes the main idea of the concept innovation. For the continuous formation off 
innovation process, while the government is protecting the stability of necessary 
information network structure of the developmental and competitive formation, the 
innovative firms, using information infrastructure generating the systems of economic 
growth and competition that forms and distributes information, establish the network 
structure. National innovation system forms by this effort of decision makers (Karaçor, 
2007: 44). In many studies in the literature, it reveals that there is a linear relationship 
between innovation system and development. In the economic development that is 
associated with the institutional and organizational structuring of a country, innovation 
system is very important. (Işık ve Kılınç, 2012: 170). 

Besides innovation is a scientific based structure having importance for universities and 
industry, it also the needs for market having importance and showing technological  
development for industry the production of new information, dominated by universities 
and large scientific based organizations; technological development, dominated by 
organizations; and that the customers express their needs and desires via the 
consumption of products constitute the conceptual framework of innovation. As a 
conclusion, in this study ; it is understood that innovative ability of a country needs one 
more than actors, such as university and industry, not a single actor; that these actors 
should act in a certain harmony; and or this, there is also a need for the other actors to 
provide this harmony. 
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ABSTRACT  

This study aimed at revealing the effects of weather on the 
investment behaviors of individual investors transacting at 
BIST (Borsa Istanbul) in the 2009-2011 period, and 
determining whether the socio-economic and demographic 
characteristics of investors created any significant difference 
in those effects. Unlike other studies conducted on this 
subject, the present study employed real stock purchase and 
sales data belonging to investors. The analyses conducted 
demonstrated that the level of cloudiness and temperature 
were influential on investor behaviors, and the socio-
economic and demographic characteristics of investors 
created certain differences in those effects. The number of 
sunny days, the number of overcast days, and sunshine 
duration were seen to have no effect on investor behaviors.  

 
1. INTRODUCTION 

The traditional finance literature suggests that financial markets operate rationally and 
completely based on economic fundamentals. However, many recent popular studies 
have argued that psychological factors have an effect on investment decisions. Examining 
investment decisions from a broader perspective and through an interdisciplinary 
approach, these studies make an attempt to explain the dynamic financial markets of the 
present time. Thanks to such broad perspective, many variables that are deemed “non-
economic” variables by the traditional finance literature are not ignored anymore. As a 
result, the number of studies investigating the probable effects of these variables on 
investment decisions is increasing rapidly. The behavioral financiers investigating the 
psychological factors influential on investment decisions suggest that the mood of people 
significantly affects the decisions they make (Saunders, 1993; Hirshleifer and Shumway, 
2003).  
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The mood of people and the factors influential on their mood affect investment 
assessments in the “investment decision making process”, which starts with information 
gathering, continues with the analysis of the obtained information, and ends with making 
a decision based on such analysis. Shwarz (1990) and Loewenstein et al. (2001) developed 
the first theories that associated the mood and feelings with the general decision making 
process.  

According to Cao and Wei (2005), the mood, emotions, and feelings play essential roles in 
the decisions made by people. Watson (2000) argues that the mood is affected by 
situational and environmental factors. The only environmental factor that has a potential 
to have a simultaneous impact on all investors in general is weather conditions. According 
to psychologists, the weather conditions affect the mood and emotional states of 
individuals, thereby disrupting optimal decision-making process (Min Yoon and Kang, 
2009). The literature contains many studies examining the relationships between the 
weather variables and human behaviors (Wyndham, 1969; Bell and Baron, 1976; Allen and 
Fisher, 1978; Bell, 1981; Howarth and Hoffman, 1984; Watson, 2000). Howarth and 
Hoffman (1984) argued that, humidity rate, temperature, and sunshine amount are the 
weather variables having the highest influence on the mood of people. 

Saunders (1993) was the first person to investigate the relationship between weather and 
investment behaviors. In his pioneering study conducted on New York Stock Exchange, 
Saunders obtained hard evidences implying the existence of a negative relationship 
between the level of cloudiness and stock returns. Later on, similar studies were carried 
out based on a greater variety of weather variables. Different periods of time were 
covered in the studies conducted at the stock exchanges of various countries.  

The phenomena of globalization and financialization have broadened the profile of 
investors transacting in financial markets, and have increased their number. At the 
present time, millions of women and men from every age group, every income group, and 
every educational level make investments in various markets across the world. Given the 
potential effect of such a specific variable as weather on investment decisions, important 
information may be obtained for interpreting financial markets if such effect is revealed.  

This study aimed at revealing the effects of weather on the investment decisions of 100 
individual investors transacting at Borsa Istanbul (BIST) in the 2009-2011 period. 
Moreover, considering the expansion in the profile of investors in financial markets, it was 
investigated what sorts of differences were created by socio-economic and demographic 
factors in such effects, which was a first in the literature. Real data belonging to 100 
individual investors were used in the present study. Such data were extracted from the 
intermediary. The results of T-tests showed that certain weather variables were influential 
on investment decisions, and the level of such influence varied by the socio-economic and 
demographic characteristics of investors. 
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2. ENVIRONMENTAL PSYCHOLOGY: WEATHER, MOOD, AND DECISION MAKING 

Studying the relationship between environment and human behavior, environmental 
psychology explains many phenomena on this subject. Environment contains many factors 
including weather, sound, color, buildings, crowd, etc. (Chang et al., 2006, p. 344).  

At decision making stage, people are affected by the environmental conditions they face, 
which disrupts optimal decision making mechanisms. From this perspective, it can be 
argued that the weather has a large influence area as an environmental factor.  

According to Cao and Wei (2000), mood is affected by situational and environmental 
factors. Hirshleifer and Shumway (2003) state that the mood bears valuable information 
about the environment. All in all, from a psychological perspective, weather is not 
regarded as a neutral variable in terms of human behavior, and any changes in this 
variable have important effect on the mood of people (Dowling and Lucey, 2005, p. 338). 
Similarly, Min Yoon and Hoon Kang (2009) say that weather conditions are influential on 
the emotional states/mood of individuals, which disrupts optimal decision making process 
by affecting behaviors. 

Loewenstein (2000) argues that the emotions and feelings experienced at decision making 
stage generally direct people to display behaviors different from those set through the 
evaluation of long-term benefits and costs. In 2001, Loewenstein analyzed how making 
decisions under the influence of feelings diverged from rational decision making process, 
and argued that one of the significant factors for such divergence was mood. Positive 
aspects are more apparent than negative aspects in individuals who are in a good mood. 
The general behavioral effects of good mood can be summarized as follows (Hirshleifer 
and Shumway, 2003; Chang et al., 2006; Wright and Bower, 1992): 

• Optimistic thoughts prevail. 
• People are driven to establish unusual relations (innovativeness). 
• It improves problem solving performance. 
• It makes people to make more positive evaluations on many subjects including 

life satisfaction, past events, people and products. 
• It brings mental flexibility. 
• It increases the use of simplifying heuristics at decision making stage. 

On the other hand, bad mood causes people to make negative evaluations and attempt to 
make detailed analytical analyses. 

The weather variables found to be influential on the mood of people are 
sunshine/cloudiness, wind speed, rainfall, humidity rate, temperature, and barometric 
pressure (Dowling and Lucey, 2005; Pardo and Valor, 2003).  According to Bell et al. 
(2003), people display different behaviors in very hot or very cold weathers. It is argued 
that violence increases in community in very hot weathers, which is referred to as “long 
and hot summer effect” by psychologists. As showed by evidences, while low temperature 
leads to aggression, high temperature causes both slackness and aggression (Cao and Wei, 
2005, p. 1559).  
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While aggression causes people to take more risks, slackness prevents taking the risks. 
According to Bell (2003), when temperature is over 84.20 F, people feel themselves more 
impatient and nervous. Similarly, he states that feeling cold also makes people impatient 
and unhappy. Sunshine is another weather variable influential on human behavior. In his 
study titled “Environmental Psychology”, McAndrew (1993) claims that lack of sunshine 
makes people melancholic and unhappy, thus people generally feel themselves 
melancholic in autumn and winter months, and radiotherapy is conducted as a treatment 
for seasonal depression. As showed by many evidences, when people are exposed to 
sunshine a lot, they feel themselves better. For example, they become more generous for 
giving tips (Cunningham, 1979; Rind, 1996), answer research questions more willingly 
(Cunningham, 1979), and become more voluntary for supporting those people who are in 
need (Lockard et al., 1976).  

 
2.1. Weather and Investor Behavior 

Being the first researcher investigating the relationship between weather and investor 
behaviors, Saunders (1993) states that weather is influential on stock returns because 
weather affects the mood of investors. Examining the relationship between the weather 
of New York and stock returns, Saunders determined a negative relationship between 
stock returns at New York Stock Exchange and the level of cloudiness. Hırshleifer and 
Shumway (2003) conducted a study by using stock index returns for 26 stock exchanges 
belonging to the 1982-1997 period, and obtained findings supporting those of Saunders 
(1993). Kamstra et al. (2003) investigated the effect of seasonal depression on stock 
returns. Based on the clinical and psychological evidences showing that longer nights lead 
to depression, the authors put forward that longer nights are associated with lower stock 
returns. This relationship has also proven to be true in many international markets. 

Pardo and Valor (2003) examined the relationship between the weather and Madrid Stock 
Exchange Index (MSEI) for the 1981-2000 period, but did not find any relationship 
between the number of sunny days and humidity rate and index returns. Dowling and 
Lucey (2005) investigated the relationships between the Irish Stock Exchange index and 
rainfall, the level of cloudiness, and humidity rate for the 1988-2000 period, and found out 
that those variables had an effect on returns. In their study on Istanbul Stock Exchange 
(BIST), Tufan and Hamarat (2004) argued that the number of cloudy days did not have any 
effect on BIST 100 index.  

Cao and Wei (2005) investigated the relationships between temperature and nine 
international stock index returns of eight countries for the 1962-2001 period. Through 
analyses, they found out a significant negative correlation between temperature and stock 
returns in general. Chang et al. (2006) examined the relationships between the Taiwan 
Stock Exchange index and temperature, cloudiness, and humidity rate for the 1997-2003 
period. Based on analyses, they determined that temperature and cloudiness were two 
important weather variables for the Taiwan Stock Exchange returns (i.e. returns fell when 
either the temperature became too high or the cloudiness increased). 
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Keef and Roush (2007) investigated the relationships between daily weather variables and 
the Australian Securities Exchange stock returns. They found out that stock index returns 
were not affected by wind speed and the level of cloudiness, but were in a negative 
relationship with temperature level. Chi Chang et al. (2008) examined the relationships 
between the weather of New York and New York Stock Exchange daily returns and 
transactional behaviors for the 1994-2004 period. They determined that stock returns 
were lower on cloudy days in general, and most of transactions were sales transactions on 
those days. In addition, they argued that cloudy sky led to high volatility and low 
transaction volume throughout the day. 

In their study on Korea Stock Exchange covering the 1990-2006 period, Min Yoon and 
Kang (2009) found out that extreme weather conditions had a higher impact on rates of 
return. Moreover, they stated that extreme low temperature levels had a positive effect 
on returns in the pre-crisis period, but extreme humidity rates and the level of cloudiness 
had a negative effect on returns. They stated that weather effect disappeared in the post-
1997 crisis period, and told that this might be due to the abolishment of the restrictions 
imposed on foreign investors and the improvement of electronic purchase and sales 
systems. 

 
3. THE EFFECTS OF WEATHER ON INVESTOR BEHAVIORS AND THE DIFFERENCES CREATED  
BY SOCIO-ECONOMIC FACTORS IN THOSE EFFECTS: A STUDY ON INDIVIDUAL BIST  
INVESTORS 

3.1. The Purpose of Study and the Hypotheses Used  

This study aimed at revealing the effects of weather on the investment behaviors of 100 
individual investors transacting at BIST (Borsa Istanbul) in the 2009-2011 period, and 
determining whether the socio-economic and demographic characteristics of investors 
created any significant difference in those effects. The hypotheses tested in the study are 
as follows:  

H1= There is a significant difference between the months in which the number of sunny 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of fixed income securities in 
the portfolios of investors. 

H2= There is a significant difference between the months in which the number of sunny 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of purchase transaction. 

H3= There is a significant difference between the months in which the number of sunny 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of sales transaction. 

H4= There is a significant difference between the months in which the number of overcast 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of fixed income securities in 
the portfolios of investors. 
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H5= There is a significant difference between the months in which the number of overcast 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of purchase transaction. 

H6= There is a significant difference between the months in which the number of overcast 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of sales transaction. 

H7= There is a significant difference between the months in which the number of cloudy 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of fixed income securities in 
the portfolios of investors. 

H8= There is a significant difference between the months in which the number of cloudy 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of purchase transaction. 

H9= There is a significant difference between the months in which the number of cloudy 
days is above the seasonal average and the months in which the number of sunny 
days is below the seasonal average in terms of the ratios of sales transaction. 

H10= There is a significant difference between the months in which the number of monthly 
sunshine duration is above the seasonal average and the months in which the 
number of sunny days is below the seasonal average in terms of the ratios of fixed 
income securities in the portfolios of investors. 

H11= There is a significant difference between the months in which the number of monthly 
sunshine duration is above the seasonal average and the months in which the 
number of sunny days is below the seasonal average in terms of the ratios of 
purchase transaction. 

H12= There is a significant difference between the months in which the number of monthly 
sunshine duration is above the seasonal average and the months in which the 
number of sunny days is below the seasonal average in terms of the ratios of sales 
transaction. 

H13= There is a significant difference between the months in which the number of average 
temperature is above the seasonal average and the months in which the number of 
sunny days is below the seasonal average in terms of the ratios of fixed income 
securities in the portfolios of investors. 

H14= There is a significant difference between the months in which the number of average 
temperature is above the seasonal average and the months in which the number of 
sunny days is below the seasonal average in terms of the ratios of purchase 
transaction. 

H15= There is a significant difference between the months in which the number of average 
temperature is above the seasonal average and the months in which the number of 
sunny days is below the seasonal average in terms of the ratios of sales transaction. 
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In addition to these basic hypotheses, the study also investigated whether the socio-
economic and demographic characteristics of investors created any difference in the 
effects of weather on investor behaviors. Therefore, the above-mentioned hypotheses 
were repeated for each socio-economic and demographic group. 

3.2. Research Method and Data 

T-test analyses were conducted in order to test the above-mentioned hypotheses. The 
study employed real data concerning stock purchase and sales transactions carried out by 
100 individual investors at BIST between the 4th of January 2009 and the 31st of 
December 2011. Since the effect of weather was to be investigated, it was deemed 
suitable to use real data. The data extracted from the intermediary of a bank contained 
the residential city, gender, age, educational status, and monthly income of any investor 
as well as such details as date, hour, price, day, amount, and session concerning stock 
purchase and sales transactions carried out by him/her.  

Random sampling method was used for determining the investors whose data would be 
included in the present study. Those investors whose data were included within the scope 
of the study resided in different regions of Turkey.  

Table 1 presents frequency and percentage distribution concerning the research sample. 
The review of the frequency and percentage distribution of the research sample shows 
that it is consistent with the findings of Ede (2007), Dom (2003), and Dogukanli and Onal 
(2000) on this subject. In other words, the research sample strongly represents the BIST 
investors.  

Based on the data concerning stock purchase and sales transactions extracted from the 
intermediary, the data about the ratios of fixed income securities in the portfolios of 
investors, the ratios of purchase transactions, and the ratios of sales transactions were 
calculated and derived on a monthly basis. Data about the number of sunny days, the 
number of overcast days, the number of cloudy days, monthly sunshine duration, and 
average temperature belonging to the cities where investors resided were obtained from 
the General Directorate of Meteorology (GDM) of Turkey. The reason for the arrangement 
of data on a monthly basis was that GDM had made out weather data on a monthly basis. 
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Table 1. Sampling Frequency and Percentage Distributions 
Age Frequency %  
18-25 1 0,01 
26-39 27 0,27 
40-55 55 0,55 
55- 17 0,17 
Total 100 100 
Education Frequency %  
Primary Education 9 0,09 
Senior High School 21 0,21 
Undergraduate 43 0,43 
Post Graduate 3 0,03 
Unknown 24 0,24 
Total 100 100 
Monthly Income Frequency %  
0-999 TL  28 0,28 
1.000 TL-2.499 TL 30 0,3 
2.500 TL-3999 TL 26 0,26 
4.000 TL- 14 0,14 
Total 100 100 
Gender Frequency %  
Female 16 0,16 
Male 84 0,84 
Total 100 100 
Living Region Frequency %  
Marmara 35 0,35 
Aegean 18 0,18 
Mediterranean 13 0,13 
Black Sea 10 0,10 
Central Anatolia 16 0,16 
East Anatolia 6 0,04 
S. East Anatolia 4 0,02 
Total 100 100 

The average monthly ratio of fixed income securities (RFIS) in the portfolio of an investor 
refers to the part of the portfolio of the investor that consists of fixed income securities 
(e.g. bonds and bills) on a monthly basis. As is known, investors head for fixed income 
securities to reduce the portfolio risk when their risk perceptions increase. In this respect, 
investors may be more pessimistic in months when the number of cloudy days is above 
the seasonal average and this pessimism may lead to an increase in the ratios of fixed 
income securities in their portfolios. SGMKO was formulated as follows:  

𝑅𝑅𝑅𝑅𝑖𝑖 = 𝐹𝐹𝐹𝑖𝑖
𝐹𝐹𝐹𝑖𝑖+𝑉𝑉𝑖𝑖

 

RFISit = the ratio of fixed income securities in the portfolio of the investor number i at t 
time. 

FIS it = the total amount of the fixed income securities held by the investor number i at t 
time 
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The total amount of the fixed income securities held by the investor (FISit) and the total 
values of securities (VSit) were calculated as follows: 

𝐹𝐹𝐹𝑖𝑖 =  ∑ 𝐹𝐹𝐹𝐹𝑡ℎ𝑛
ℎ=1  

FISTth = total amount invested in the fixed income securities h of the investor number i at 
t time. 

𝑉𝑉𝑖𝑖 = ∑ 𝐶𝐶𝑖ℎ𝑡 ∗ 𝑊𝑊𝑊𝑖ℎ𝑡𝑛
ℎ=1  

CAİht = the amount held in the securities h by the investor number i at t time 

WAPİht = the weighted average price of the securities h of the investor number i at t time  

Since investors purchased the same securities at different prices at different periods, 
weighted average price (WAP) was used for calculating the value of relevant securities. For 
example, let’s assume that the investor purchased five A securities at t time for TL 4. Then, 
the investor purchased five more A securities at t+1 time for TL 8. In this case, the 
weighted average price is calculated as follows:  

� 5
10
∗ 4� + � 5

10
∗ 8� = 6 TL . 

The ratio of purchase/sales transactions refers to the purchase/sales transactions-related 
part of total transactional volume achieved by an investor in one-month time period. 
When weather is fine and sunny, investors can purchase more as a result of the optimism 
emerging. On the contrary, pessimism emerging on cloudy and overcast days may drive 
investors to get a sales oriented position. 

3.3. Findings and Discussion 

Within the scope of the present study, t-tests were carried out in order to determine the 
differences created by weather in the behaviors of investors. Since seven different 
geographical regions of Turkey had unique weather conditions, the differences among 
geographical regions for each weather variable were determined through t-tests in the 
first place. Table 2 shows the differences found out. It was seen that there were quite 
significant differences among regions in terms of the weather variables included in the 
study.  

Table 2. Geographical Regions Differ in Terms Of Weather 
 Lower Medium Upper 
Sunny Days 4 1-5 2-3-7 

Overcast Days 2-3 1-5-6 4 
Cloudy Days 1 2-7-5 3-4 
Monthly Sunshine Duration 1-4 6 2-3-5-7 
Average Temperature 5-6 1-4-7-2 3 

1: Marmara Region, 2: Aegean Region, 3:Mediterranean Region, 4: Black sea Region, 5: 
Central Anatolia Region, 6: East Anatolia Region, 7: Southeastern Anatolia Region. 

Another issue about the effect of weather on human behaviors is seasonality. As is known, 
weather variables in Turkey considerably differ by seasons. Therefore, seasonal average 
values were calculated for each weather variable.  

 

 

 



Journal of Business, Economics & Finance (2014), Vol.3 (2)      Ic, Kahyaoglu and Odabas, 2014 

200 

These values are indicated in appendix 1. People evaluate any weather condition based on 
their habits. For instance, while average temperature is 28.08 degrees in summer months 
in the Mediterranean Region, it is 24.2 degrees in the Marmara region. While a 
temperature of 24.2 degrees may be perceived to be low for people living in the 
Mediterranean Region, a temperature of 28.08 degrees may be perceived to be high for 
people living in the Marmara Region. 

Groups related to weather variables were formed according to those average values. 
When the value of relevant weather variable was lower than the average value indicated 
in the appendix 1, it was given the group number 1. However, when such value was higher 
than the average value indicated in the appendix 1, it was given the group number 2. 
Here, the assumption was that since people were familiar with the weather of the region 
they lived in, only those values which were above the average could have behavioral 
impacts. In this way, the reactions of investors living in different geographical regions to 
seasonal weather changes could be interpreted more soundly.  

Table 4 shows the differences in the ratios of fixed income securities in the portfolios of 
investors, the ratios of purchase transactions, and the ratios of sales transactions by the 
number of sunny days, the number of overcast days, the number of cloudy days, sunshine 
duration, and average temperature. The table shows only statistically significant 
differences. 

Based on the examination of table 3, it can be argued that the ratios of fixed income 
securities in the portfolios of investors increased because investors evaluated the data 
related to market from a pessimistic perspective in months when the number of cloudy 
days was above the seasonal average. These findings support the findings of Saunders 
(1993), Cao and Wei (2005), Chang et al. (2006), Keff and Roush (2007), and Min Yoon and 
Kang (2009) obtained on this subject. In addition, it is seen that investors carried out 
fewer purchase transactions, and more sales transactions in months when the monthly 
average temperature was above the seasonal average. These findings support the findings 
of Chang et al. (2006) and Chi Chang et al. (2008). At the end of analyses, the hypotheses 
of H7, H14 and H15 were accepted, while the hypotheses of H1, H2, H3, H4, H5, H6, H8, H9, H10, 
H11, H12, and H13 were rejected.  

 

Table 3. Differences In Investors Behavior According to The Weather 

Group (Cloudy Days) N Mean Std. Dev. Std. Err. 
Mean. F Sig. Sig. (2tail) 

RFIS 
1* 572 0,0078 0,031 0,001 

24,556 0,00 0,00 
2* 583 0,0181 0,082 0,003 

Group (Average 
Temperature) N Mean Std. Dev. Std. Err. 

Mean. F Sig. Sig. (2tail) 

Ratio of 
Purchase 

1* 585 0,5844 0,203 0,008 13,912 0,00 0,01 
2* 546 0,5550 0,182 0,007 

Ratio of 
Sales 

1* 585 0,4156 0,203 0,008 
13,912 0,00 0,01 

2* 546 0,4450 0,182 0,007 
* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 
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Then, data were filtered by gender, age, monthly income level, and educational status. As 
a result, 8 different data sets were obtained. T-test analyses were repeated, and the 
effects of socio-economic and demographic factors were investigated. Table 4 contains 
only the differences found to be statistically significant at the confidence interval of %10. 

 

Table 4. Differences In Investors Behavior According to The Weather (Female Investors) 
Group (Cloudy 

Days) N Mean Std. Dev. Std. Err. 
Mean. F Sig. Sig. (2tail) 

RFIS 1* 716 0,0119 0,552 0,002 22,005 0,00 0,00 2* 684 0,0227 0,936 0,003 
Group (Average 
Temperature) N Mean Std. Dev. Std. Err. 

Mean. F Sig. Sig. (2tail) 

Ratio of 
Purchase 

1* 712 0,5479 0,248 0,009 6,000 0,01 0,06 
2* 740 0,5239 0,236 0,008 

Ratio of 
Sales 

1* 712 0,4521 0,248 0,009 6,000 0,01 0,06 
2* 740 0,4761 0,236 0,008 

* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 

As is seen in table 4, the ratios of fixed income securities in the portfolios of male 
investors increased in the months when the number of cloudy days was above the 
average. In addition, the ratios of purchase transactions decreased among male investors 
in the months when temperature was above the average. Among female investors, no 
statistically significant difference was found in any investment behavior according to any 
weather variable. Based on the above-mentioned findings, it can be argued that gender is 
a significant demographic variable in the context of the effect of weather on investor 
behaviors. 

According to the behavioral finance literature, another socio-economic parameter 
influential on investment behaviors is income status. Table 5 and Table 6 demonstrate the 
differences occurring in the investment behaviors of low income group and high income 
group due to the changes in weather conditions. 

Table 5: Differences In Low-income Investors Behavior According to The Weather 

Group (Cloudy Days) N Mean Std. Dev. Std. Err. 
Mean. F Sig. Sig. (2tail) 

RFIS 1* 292 0,0061 0,028 0,001 15,614 0,00 0,03 2* 286 0,0163 0,075 0,004 
Group (Average 
Temperature) N Mean Std. Dev. Std. Err. 

Mean. F Sig. Sig. (2tail) 

Ratio of 
Purchase 

1* 282 0,5641 0,186 0,011 6,153 0,01 0,09 
2* 259 0,5387 0,167 0,010 

Ratio of 
Sales 

1* 282 0,4359 0,186 0,011 
6,153 0,01 0,09 

2* 259 0,4613 0,167 0,010 
* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 
* Low-income investors, which includes the monthly income of less than 2,499 TL. 
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Table 6: Differences In High-income Investors Behavior According to The Weather 
Group (Cloudy 

Days) N Mean Std. Dev. Std. Err. 
Mean. F Sig. Sig. 

(2tail) 

RFIS 
1* 282 0,0096 0,034 0,002 

12,539 0,0
0 0,04 2* 298 0,0215 0,093 0,005 

* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 
* High-income investors, which includes the monthly income of more than 2,500 TL. 

According to Table 5 and Table 6, the ratios of fixed income securities in the portfolios of 
both low income group investors and high income group investors increased in the 
months when the number of cloudy days was above the average. On the other hand, 
while the ratios of purchasing transactions increased among low income group investors 
in the months when temperature was above the average, no change was seen in the 
investment behaviors of high income group investors in those months when the 
temperature was above the average. This may be attributed to the fact it is very probable 
that the areas where high income group investors transacted had ventilation systems (e.g. 
air-conditioner). In such a case, suffocating weather effect would not influence the 
investors in that group. The level of cloudiness and temperature affect human behaviors 
through different channels. While high level of cloudiness leads to pessimistic feelings by 
preventing being exposed to sunlight, high temperature level has physiological effects 
including sweating, etc.  

Therefore, while ventilation systems alleviate the effect of temperature for high income 
group investments, they cannot prevent the effect of cloudiness. Age is another important 
demographic variable argued to be influential on investor behaviors. Table 7 and Table 8 
demonstrate the differences occurring in investor behaviors of low age group and high age 
group due to the changes in weather conditions. According to Table 7 and Table 8, the 
ratios of fixed income securities in the portfolios of both low age group investors and high 
age group investors increased in the months when the number of cloudy days was above 
the average. On the other hand, while the ratios of purchasing transactions increased 
among high age group investors in the months when temperature was above the average, 
no change was seen in the investment behaviors of low age group investors in those 
months when the temperature was above the average. This may be attributed to the fact 
that as age increases, sensitivity to air temperature rises. Finally, no statistically significant 
difference was found out in the investment behaviors of low educational level (middle 
school-high school) group and high educational level group undergraduate-postgraduate) 
group in the months when the number of sunny days, the number of overcast days, the 
number of cloudy days, sunshine duration, and average temperature were above the 
seasonal averages. 
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Table 7: Differences In Investors Behavior According to The Weather (low-age) 
Group (Cloudy 

Days) N Mean Std. 
Dev. 

Std. Err. 
Mean. F Sig. Sig. 

(2tail) 

RFIS 
1* 180 0,0090 0,033 0,002 

16,050 0,00 0,02 2* 159 0,0263 0,099 0,007 
* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 
* Low age group, which includes the 18-40 years of age. 

 

Table 8: Differences In Investors Behavior According to The Weather (high-age) 
Group (Cloudy 

Days) N Mean Std. 
Dev. 

Std. Err. 
Mean. F Sig. Sig. 

(2tail) 

RFIS 1 619 0,0124 0,058 0,002 11,595 0,01 0,04 2 654 0,0206 0,088 0,003 
Group (Average 
Temperature) N Mean Std. 

Dev. 
Std. Err. 
Mean. F Sig. Sig. 

(2tail) 
Ratio of 

Purchase 
1 632 0,5470 0,249 0,009 6,758 0,00 0,07 
2 681 0,5228 0,232 0,008 

Ratio of 
Sales 

1 199 0,4530 0,249 0,009 
6,758 0,00 0,07 

2 164 0,4772 0,232 0,008 
* No. 1 group, the average and below-average weather of conditions. 
* No. 2 group, on-average (extreme) weather of conditions. 
* High-age group, includes the at the age of 41 and above.  

 

4. CONCLUSION 

In recent years, the number of multi-discipline studies on investment decision making 
process has increased rapidly. Behavioral finance is one of the important fields on this 
subject. An attempt is made to understand the abnormalities in the financial markets 
through these studies where the effects of such variables as feelings, weather, 
psychological factors and personality characteristics, which are regarded as non-economic 
variables by the traditional finance theory, on investment decisions are investigated. This 
study aimed at revealing the effects of weather on the investment behaviors of 100 
individual investors transacting at BIST in the 2009-2011 period, and determining whether 
the socio-economic and demographic characteristics of investors created any significant 
difference in the potential effects of the weather. To this end, real data belonging to 
investors were used. In this study, a negative relationship was found out between the 
level of cloudiness and the ratio of fixed income securities in the portfolio of an investor – 
which represented the risk level perceived by the investor. Likewise, a negative 
relationship was determined between average temperature level and the ratio of 
purchase transactions while a positive relationship was found out between average 
temperature level and the ratio of sales transactions. Furthermore, the socio-economic 
and demographic characteristics of the investors were found to be influential on the level 
of being affected by weather.  
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Appendix 1. Seasonal Averages of Weather Variables by Geographic Region 
 SD OD CD MSD AT 
1(F. S.) 7,38 4,96 18,2 115,4 12,6 
1(S.) 15,6 3,4 13,4 232,8 24,2 
1(L. S.) 10,17 3,68 16,6 112 15,8 
1(W.) 5,51 6,94 18,54 54,7 7,8 
2(F. S.) 9,74 3,33 18,6 211,2 15,08 
2(S.) 23,9 1 7,6 328 27,6 
2(L. S.) 16,8 1,58 12,4 218,5 18,3 
2(W.) 6,36 4,58 19,3 105,1 9,05 
3(F. S.) 7,68 1,79 21,9 231,9 17,2 
3(S.) 18,6 1 12,2 319 28,08 
3(L. S.) 16,02 2,84 13,5 231,4 21,6 
3(W.) 6,47 4,59 19,4 128,4 11,7 
4(F. S.) 4,86 7,95 17,9 138,4 11,6 
4(S.) 8,8 3,47 19,6 241,8 23,4 
4(L. S.) 7,2 6,61 17,1 137,3 16,04 
4(W.) 4,11 9,9 16,6 57,7 7,8 
5(F. S.) 6,71 3,28 19,9 209,3 15,1 
5(S.) 16,7 1,26 13,4 327,9 19,6 
5(L. S.) 14,3 4,3 13,6 211,8 10,1 
5(W.) 4,22 7,96 17,5 101,3 5,87 
6(F. S.) 6,9 5 20,8 180 5,1 
6(S.) 17,7 1 13,3 300,4 17,5 
6(L. S.) 15,1 2,6 13,6 153,2 7,31 
6(W.) 7,2 5,8 15,9 66,7 -5,77 
7(F. S.) 7,7 3,8 19,6 205 15,6 
7(S.) 23,5 1 7,47 336 31,2 
7(L. S.) 17 2,85 12,1 212 19,5 
7(W.) 8,52 7 14,2 122,7 6,56 

1: Marmara Region, 2: Aegean Region, 3:Mediterranean Region, 4: Blacksea Region, 5: Central Anatolia Region, 
6: East Anatolia Region, 7: Southeastern Anatolia Region; SD: sunny days, OD: overcast days, CD: cloudy days, 
MSD: monthly sunshine duration, AT: average temperature, F.S.:first spring, S.: summer, L.S.: last spring, W.: 
winter. 
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ABSTRACT  

The increase in number of countries with current account 
deficit in recent years, and the emergence of studies analyzing 
whether these deficits make the economies more vulnerable 
to external shocks draws attention to current account 
imbalances. In addition, the significant effect of current 
account balance on macroeconomic policies requires building 
econometric models for the mentioned series and making 
forecast. However, it is seen that the empirical studies on 
current account balance for Turkey are based on linearity 
hypothesis and linear models.  Moreover in these studies, the 
possibility of this series can be created with the nonlinear 
process has been ignored. In this paper it is assumed that if 
the current account series is nonlinear, then it can be 
adequately described by a TAR family model. In the case of 
this series is not linear, the aim is to choose appropriate TAR 
model and to make out-of-sample forecasts. The findings of 
this study can be outlined as follows: over the period 1998:01 
to 2008:09, the share of current account balance to GDP is 
nonlinear; the model which best captures the nonlinearity is 
LSTAR. 

 
1. INTRODUCTION 

It is observed that due to the recent crises, the discussions on economic policies among 
economic commentators, politicians and academicians focus on large current account 
imbalances that experienced in many countries. One of the common tools used in this 
subject, balance of payments (BOP) is a statistical report indicating the status of foreign 
economic and financial relationships of the countries within a specific time period. BOP 
consists of a total of four items including particularly current accounts, capital and 
financial accounts, net errors and omissions and reserve assets.  
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Among the main items, current account includes trade balance, balance of services, 
balance of income and current transfers.1 Besides, the BOP methodology uses a double-
entry accounting system, which is every transaction is recorded as both a credit and a 
debit. If the debits exceed credits, in other words if a country spends more than it earns, 
current account deficit occurs; if credits exceed debits, current account surplus occurs.  

According to ranking made by the IMF in 2007, the number of countries with current 
account deficit doubled the ones with current account surplus; among 181 countries, 
while number of countries with current account surplus was around 60, number of 
countries with current account deficit was almost 120.2 In addition to the high number of 
countries with current account deficit, particularly the current account imbalances in 
emerging countries and transition countries increases the importance of the studies 
investigating whether large deficits can be associated with the crises between the years of 
1990 and 2000s, and thus whether the deficit can make the economies more vulnerable to 
external shocks.3  

As for the causes of financial crises, in recent years, while one group argues that the main 
reasons are the high current accounts deficits, and this signals a future danger; another 
group argues that current account deficits are only one of the main determinants. For 
example, Berg and Patillo (1998), Esquivel and Larrin (1998), Corsetti, Pesenti and Roubini 
(2000) and Adedeji (2001) find evidence that the rise in current account deficit increases 
the risk of crises and the large deficits are one of the main determinants of the crises.4 On 
one hand, Edwards (2001) reports that whenever the public sector is at balance, current 
account deficit will not cause any problem for economies. After this evaluation, Edwards 
(2001) states that the rise of current account deficit will increase the possibility of a crisis; 
however that depends on how crisis is defined as much as the sample period used in 
analysis. On the other hand, Frankel and Rose (1996) suggest that both current account 
deficit and budget deficit of the government does not play an important role in typical 
crises and that important deficits does not increase the risk of monetary crises. Similarly, 
Arias and Erlandsson (2004) analyse whether, in addition to numerous variables, current 
account variable is a leading indicator of crises in South-eastern Asia using switching 
models. But they don’t find a strong and significant correlation between current accounts 
deficits and financial crises. 

  

                                                           
1 http://www.tcmb.gov.tr/yeni/iletisimgm/Bulten_Turkce13.pdf  (March, 2009) 
2 International Monetary Fund, World Economic Outlook Database. (Data and Statistics, 2007-2014) 
http://www.imf.org/external/pubs/ft/weo/2009/02/weodata/weoselco.aspx?g=2001&sg=All+countries 
3 In these contexts, the crises experienced by Turkey, Mexico, Thailand, Korea, Malaysia, Russia and Brazil in 
1994-1999 and by Turkey and Argentina in 2000 and 2001 can be given as important examples.  
4 In his study for Nigeria, Adedeji (2001) find that current account deficits may cause crises with structural 
weaknesses and macroeconomic instability; in their studies for 30 countries, Esquivel and Larrain (1998) find that 
current account imbalances explain the presence of monetary crises. Berg and Pattillo (1998) attempt to forecast 
1997 Asia crisis using various models and reports that current account deficit is a precursor of crises. Corsetti, 
Pesenti and Roubini (2000) analyse Asian countries and finds that crises index which is defined in relation to 
external imbalance measured with current account deficit and depreciation of exchange rate are significantly 
correlated. 

http://www.tcmb.gov.tr/yeni/iletisimgm/Bulten_Turkce13.pdf
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In addition, it should be considered that current account deficit is inevitable, especially for 
developing countries. The main reason for this is that these countries have to import 
goods such as expensive machine and equipment for development and its permanence 
and that their exports consist of relatively low-price goods. As a result of this, current 
account deficit based on foreign trade deficit occurs. No matter what reason it is, the fact 
that number of the countries with current account deficit increases and more importantly, 
the deficits become permanent and that USA is the country with the largest deficit made 
current account deficit one of the common main subjects in recent years. In this context, 
Turkey, which is among the emerging countries, draws attention with its high current 
account deficit. It is seen in Table 1 that excluding 1998 and 2001, permanent current 
account deficits occurred since 1999 and that it rapidly increased since 2002.  

Table 1: Turkey’s current account balance and economic growth data for 1998-2008 
periods5 

 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 
Economic 

growth 
2.31 -3.37 6.77 -5.70 6.16 5.27 9.36 8.40 6.89 4.62 3.71 

Current 
account 

balance(CAB) 

2000 
 

-925 
 

-9920 
 

3760 
 

-626 -7515 
 

-14431 
 

-22088 
 

-32051 -38219 -41866 
 

CAB/GDP 
 

0.007 -0.003 -0.037 0.019 -0.002 -0.024 -0.036 -0.045 -0.060 -0.058 -0.056 

For Turkey, it is reported that the concentration of private investments relatively in 
sectors with high import input share such as automotive, machine equipment, electronics 
is effective in increased deficits and that the rise of energy import prices particularity in 
crude oil, also added to the enhancement of current account deficit.6 In addition to all 
these, valuation of the exchange rates after some speculative capital or hot money flows, 
higher increase in import than export with the effect of exchange rate and rapid growth 
can be listed among the causes of this increase.  

The list in Table 2 indicates that in 2008, Turkey ranked the sixth among the countries with 
the highest deficit.   

 

 

 

 

 

 

 

                                                           
5 Data for the first two variables are taken from the delivery system of CBRT http://evds.tcmb.gov.tr/  and last 
line calculated by authors.  
6 Central Bank of the Republic of Turkey (CBRT) Annual Report 2007, p.32.   

http://evds.tcmb.gov.tr/
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Table 2: Countries with high current account deficit and surplus (*) 

 First 10 highest current 
account deficit countries 

Quantity  First 10 highest current 
account surplus countries 

Quantity 

1 USA -568.800 1 Chine 368.200 
2  Spain -152.500 2 Germany 268.100 
3 United Kingdom -72.540 3  Japan 187.800 
4  Italy -68.820 4 Saudi Arabia 151.000 
5  France -58.000 5 Russia 97.600 
6 Turkey -51.680 6 Norway 84.350 
7 Australia -43.840 7 Kuwait 65.210 
8  India -38.390 8 Venezuela 48.440 
9 Greece -36.260 9 Holland 47.000 
10  Portugal -16.750 10 Singapore 35.580 

(*) 1.000.000 USD, 2008 values.7 

Besides, the facts that current account deficit of Turkey become chronic makes this 
subject commonly appear in the agenda of economy. The views in this subject in Turkey 
can be categorized in two groups. The first group points out to the possibility of global 
financial turmoil which has caused a considerable shrinkage and emphasizes that due to 
this level of current account deficit, Turkey can face a serious problem. On the other hand, 
the second group adopts an optimistic point of view emphasizing that Turkish economy 
will survive with a large current account deficit for long years and that the reserves of the 
Central Bank of the Republic of Turkey are high (Akkaçar, 2006).  In other words, the first 
group perceive the high rise of the ratio of current account deficit to national income as a 
signal of crisis, while the second group argue that current account deficit in Turkey is not a 
problem at all. The official view is similar to the views of the second group. Their claims 
can be summarized as follows: As long as the current account deficit is financed, there will 
be no danger; and besides it should be considered as normal on the way of Turkey's 
European Union (Yeldan, 2005). According to this view, as foreign capital inflow continues, 
this issue will not be a problem; furthermore the realized high growth will only be 
sustained with this deficit.  However, 2008 current account balance figures point out that, 
as indicted by the first group, in case of a potential crisis, Turkey can face a serious 
problem due to current account deficit. 

As mentioned above, the analysis whether current account deficit makes the economies 
of developing countries fragile for shocks requires building econometric models and 
making forecasts using appropriate models. The forecasts will guide for the preparation of 
economic programs and this increases the importance of these types of studies.   

 

 

 

                                                           

7 https://www.cia.gov/library/publications/the-world-factbook/rankorder/2187rank.html  

https://www.cia.gov/library/publications/the-world-factbook/rankorder/2187rank.html
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2. LITERATURE REVIEW 

The increasing interest for current account deficit is also reflected in the studies on this 
subject and fairly increased the number of theoretical and applied studies. It is seen that 
these studies are made for G7 countries, USA, England, France and Italy which have high 
levels of current account deficit and fall into first ten in the list and Canada and Latin 
America which are not included in the list which are also G7 counties. 

The studies of Howard (1989), Mann (2002) and Edwards (2005) for the USA; Horne (2001) 
for Australia, and Hudson and Stennett (2003) for Jamaica can be given as an example of 
the studies which include theoretical approaches. Besides, a number of previous empirical 
studies including Tuffle (1996), Ansari (2004) and Matsubayashi (2005) for the USA; Wu, 
Chen and Lee (2001) and Lee and Chinn (2006) for G7 countries; Nason and Rogers (2002) 
for Canada; Kano (2008) for Canada and England; Adedeji and Handa (2008) for Nigeria; 
Bannaga (2004) for Sudan; Apergis, Katrakilidis and Tabakis (2000) for Greece; Gruber and 
Kamin (2007) for nineteen different countries; Greenidge, Holder and More (2011) for 
Barbados. Such studies generally use vector autoregressive (VAR) and vector error 
correction (VEC) models, Granger causality, co-integration analysis and panel data models. 

In econometrics literature, there are relatively a few studies using regime switching 
models for modelling current account balance. These studies include Middendorf and 
Schmidt (2004) and Engel and Rogers (2006) for the USA; Clarida, Goretti and Taylor 
(2005) for G7 countries; Chortareas, Kapetanios and Uctum (2004) for Latin America 
countries; Nickel and Vansteenkiste (2008) for two different industrial countries; Chen 
(2011) for OECD countries. After explaining the causes of high USA current account deficit, 
Engel and Rogers (2006) and Middendorf and Schmidt (2004) model current account 
balance using two-regime and three-regime Markov-switching models, respectively. In the 
latter study, regimes are distinguished as a regime of a strong increasing deficit, a just 
slightly increasing deficit and a regime of a deficit reduction. Besides, they find that 
movements of the deficit are asymmetric. Similarly, for current account deficit, Chortareas 
et al., (2004), Clarida et al., (2005) and Nickel and Vansteenkiste (2008) conclude that, 
respectively, SETAR for Latin American countries; GARCH and TAR for G7 countries and 
TAR for industrialized countries are appropriate models. Chen (2011) examined whether 
or not the current account deficits for the OECD countries can be characterized by a unit 
root process with regime switching models. Related to Turkey current account balance, in 
addition to theoretical studies (Tiryaki, 2002; Uygur, 2004; Özatay, 2006 and Akçay and 
Üçer, 2008) there are studies which analyse the relationship of current account balance 
with different variables. A number of studies that include Yücel and Ata (2003), 
Hashemzadeh and Wilson (2006) and Ümit and Yıldırım (2008) examine the relationship 
between budget deficit and current account balance; Erbaykal(2007) tests the effect of 
exchange rate and economic growth on current account deficit; Sekmen(2008) analyses 
the interaction of current account deficit with macroeconomic and demographic variables; 
Lebe, Kayhan, Adıgüzel and Yiğit (2009) aim to analyse the effects of economic growth and 
real effective exchange rate on current account deficit and Kayıkçı (2012) examines the 
long-run relationship between the export and import ratios.  
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It is seen that all of these studies are made using VAR, causality and co-integration 
analyses under the assumption of linearity. Besides, Eken (1990) attempts to model 
current account balance with using regression model also under the assumption of 
linearity. 

The results of the literature survey reveal that the analysis of Turkey’s current account 
balance are based on linear models and only a few studies attempt to modelling of the 
current account series. In this context, based on the assumption that nonlinear models 
will be more appropriate for Turkish current account balance, the purpose of this study is 
to determine the appropriate model in the case of regime switching and to make 
predictions using this model. The paper is organized as follows: The following section 
introduces TAR models which are among the regime switching models. The third section 
describes the data and gives the empirical results. The final section provides a summary of 
the study and its major conclusions. 

 

3. METHODOLOGY 

In the process that generates time series, due to crises or changes in government policies, 
breakages and even regime switches might occur. In such cases, the failure of the analysis 
of the series using linear models has led to the development of nonlinear models and 
nonlinear estimation methods. These models define the dynamic behaviour of the 
variables that switch due to different regimes. The differentiation of regime switching 
models according to the arising regime in time, has led to the classification of these 
models into two main classes. In the first one of these classes, it is agreed that as the 
regimes are created in the past, the regimes are determined based on the observable 
variable and that future can be exactly known using statistical techniques. On the other 
hand, the second class is based on the assumption that the regimes cannot be observed in 
reality, they can only be determined under the nonobservable stochastic process.   

In Threshold Autoregressive (TAR) model, that fall into the first class and introduced by 
Tong (1978) and Tong and Lim (1980), the assumption is that the regime formed in t -
period can be determined by the observable variable tq  and that the dynamic behaviour 
of the time series can be defined using the linear autoregressive (AR) model in each 
regime. Furthermore, in these models, transition between the regimes is determined by 
threshold value or values, and the threshold principle allows for the analysis of a 
complicated stochastic system by diving it into smaller sub-systems. Model type is 
determined by smooth or sharp transition and also by the fact that transition variable is 
the linear component of endogenous, exogenous or many variables. When tq  which is 
called as the threshold variable, takes a lagged value of the time series itself, the resulting 
model is self-exciting TAR (SETAR). In this model, tq  becomes t dy −  for delay parameter 

0d > and thus the assumption is that the boundary between the regimes is determined 
by a certain value of threshold t dy − .  
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The observations of ty  are generated either from the first regime when t dy −  is equal or 

smaller than the threshold or from the second regime when t dy −  is greater than the 
threshold. In SETAR model, which is introduced by Tong (1978) and again developed by 
Tong (1983; 1990), there is a sharp transition between the regimes.  

SETAR model generated under two regime assumptions for 1d =  is written as follows; 

1 2(2; , )SETAR p p    

1

2

p
1,0 1,i t-i 1t t-1i=1

p
2,0 2,i t-i 2t t-1i=1

y                                               
  

y                                                     
t

y for c
y

y for c

f f ε

f f ε

 + + ≤= 
+ + >

∑
∑

 

  (1) 

Where 1p  and 2p  are the lag orders in lower and upper regimes of AR model; c  is the 

threshold value and t-1y  is threshold variable. Error term itε  is assumed to be 
independently and identically distributed white noise process, conditionally depend on 
the past values of the times series. Considering 1 1 2[ , ,..., ]t t t t py y y− − − −Ω = , the mean is 

1[ | ] 0it tE ε −Ω = and variance is 2 2
1[ | ]it tE ε σ−Ω = ; it is indicated as 2. . (0, )it i i dε σ� .   

An alternative SETAR model can be written as 

1 2

1,0 1, 1 2,0 2, 11 1
  ( )(1 [ ]) ( ) [ ]p p

t i t i t i t i t ti i
y y I y c y I y cφφφφ    ε− − − −= =
= + − > + + > +∑ ∑        

   (2)  

where [ ]I A is an indicator function which takes the value of [A] 1I =  when event A  is 

realized; and the value of [A] 0I = , in case of other conditions. (Franses and van Dijk, 
2003, p.71). 

If the indicator function in SETAR model is replaced by a transition function ( ) 1< <to G z
, the resulting model is called as a smooth transition autoregressive (STAR) model. Where 

tz  is a transition variable similar to the threshold value in TAR model. In STAR model, 
which was introduced by Chan and Tong (1986) and developed by Teräsvirta (1994), there 
is a smooth transition between the regimes. General specification of 2-regime STAR model 
is as follows: 

1 2

1,0 1, 2,0 2,1 1
  ( )(1 ( ; , )) ( ) ( ; , )p p

t i t i t i t i t ti i
y y G z c y G z cφφ  γ φφ  γ ε− −= =
= + − + + +∑ ∑  

  (3) 

When 1t tz y −=  for 1d = , STAR model generated under two-regime assumption can be 
written as; 
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1 2

1,0 1, 1 2,0 2, 11 1
  ( )(1 ( ; , )) ( ) ( ; , )p p

t i t i t i t i t ti i
y y G y c y G y cφφ  γ φφ  γ ε− − − −= =
= + − + + +∑ ∑

  (4) 

(Franses and van Dijk, 2003, p. 77). Where 1p and 2p are the lag orders of AR models, 

1ty −  is transition variable, G  is the continuous function which slowly switches from 0  to 

1 as 1ty −  increases which yields a non-linear asymmetric adjustment and
2. . (0, )t n i dε σ� . Parameter c shows the threshold value between the two regimes 

corresponding to 1( ; , ) 0tG y cγ− =  and 1( ; , ) 1tG y cγ− =  and parameter γ  identifies the 
shape of transition from a regime to another, and it represents the speed of transition. 
(Teräsvirta, 1994, p.208).   

There are two variants of STAR models due to the difference in transition functions; 
logistic STAR (LSTAR) and exponential STAR (ESTAR) (Teräsvirta, 1994). In equation 4, for

1d = , when transition function is 

1
1 1( ; , ) (1 exp[ ( )])γ γ −
− −= + − −t tG y c y c       

  (5) 

then the resulting model is LSTAR;  
2

1 1( ; , ) (1 exp[ ( ) ])t tG y c y cγ γ− −= + − −       
  (6) 

then the resulting model is ESTAR. (Van Dijk, Teräsvirta and Franses, 2000, p.2-3.)  

The regime based differences between these models are outlined as follows; the LSTAR 
model implies that regimes based on low and high current account ratio (i.e. different 
regimes) have different dynamics whereas the ESTAR model implies that the two regimes 
have similar dynamics but the transition period can have different dynamics. Besides, in 
LSTAR model, adjustment takes place in every period but the smoothness of adjustment 
varies with the extent of the deviation from equilibrium. In LSTAR model, the transition 
function is monotonically increasing in 1ty −  and yields asymmetric adjustment toward 
equilibrium in the model. 

In this context, Teräsvirta (1994) denotes difficulties with the estimation of c  and γ . 
When γ is large, the slope of the transition function at c  is steep, and a large number of 
observations in the neighbourhood of c  would be needed to estimate γ  accurately. Even 
relatively large changes in γ  then have only a minor effect on the shape of G. As a result, 
the sequence of estimates for γ  may converge rather slowly. To eliminate this and to find 
appropriate preliminary/initial value, transition function is divided into the standard 
deviation of the series, yσ  (Teräsvirta, 1994, p.208-209)     
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Building of SETAR and STAR models starts with determining ip , which is the lag order of 
linear AR model using Akaike information criteria (AIC) and continues with determining 
delay parameter d . In SETAR model, d  is selected after separate nonlinearity test for 
each delay and by non-rejection of nonlinearity hypothesis. Nonlinearity test is made 
using; 

( ) ( )
( )

2 2

2

ˆ- / 1ˆ ( , )
ˆ / - - - -

t t

t

e p
F p d

n d b p h
e

e

+
=
∑ ∑
∑


                                                                    

statistics which is calculated based on recursive residuals and arranged autoregressions 8 
for SETAR model. In the statistics which has a F  distribution, 2~

te  refers to the sum of 
squared residuals obtained by recursive least squares method from the arranged 
autoregression; 2ˆtε  refers to the sum of squared residuals obtained by the least squares 
method from linear regression. The final stage in SETAR model is determining the 
threshold value/values and estimation of the model (Tsay, 1989, pp. 233, 236).  On the 
other hand, in STAR model, linearity test is performed for different values of d  to 
auxiliary regression; 

2 3
0 1 2 3 4

1 1 1

ˆ − − − − − −
= = =

′= + + + + +∑ ∑ ∑
p p p

t t j t j t d j t j t d j t j t d t
j j j

v w y y y y y y uβ β β β β                                 

    (8) 

where t̂v  represents the residuals saved from the chosen AR model. Linearity test is 

applied for each d  between the values of pd ≤≤1  and if null hypothesis is rejected 
for more than one  value, then most strongly reject linearity is considered as an 
appropriate delay for the transition variable.   

Considering ( )1, ,t t t pw y y− −
′=  , STAR model linearity test is made based on LM test 

under null hypothesis;   

pjH jjj ,,1,0: 4320 2====′ βββ . 

 

                                                           
8 For n  number of observations, ( )AR p model was specified as 1(1, , , )− −= +t t t p ty y y β ε  for

n,,1pt += . In the model, β  refers to ( 1)p +  dimensional coefficients vector, tε  refers to error terms. 
Arranged autoregressions are the divided version of the above arranged autoregressions depending on various 
values. TAR model fulfils its aims if it is arranged according to threshold values.  

d



Journal of Business, Economics & Finance (2014), Vol.3 (2)                    Akgul and Ozdemir, 2014 

216 

Test statistic 2
2 0 ˆ( ) /LM SSR SSR σ= −  has a distribution of 2χ  with degrees of 

freedom ( )3p ; 0SSR  refers to sum of squared residuals obtained from the restricted 

model under 0H ′  hypothesis, while SSR  refers to sum of squared residuals obtained 
from unrestricted model under alternative hypothesis. For STAR model, after the linearity 
test and finding d , selection of functional form is made under the hypothesis formed by 
restricting the parameters auxiliary regression (8).  

To determine the functional form of STAR model, three different nested hypotheses are 
generated and F testing is made. (Teräsvirta, 1994, p.211) For this purpose, the following 
null hypotheses are tested; 

01 4 jH : 0, j 1, ,pβ = =    ( 4F )       

02 3 j 4 jH : 0 / 0, j 1, ,pβ = β = = 2  ( 3F )                              

        (9) 

03 2 j 3 j 4 jH : 0 / 0, j 1, ,pβ = β = β = = 2  ( 2F ) 

If the probability value (p-value) of 3F  (the test of 02H ) is the smallest of the three, 
appropriate model is an ESTAR model, otherwise choose a LSTAR model. (Teräsvirta, 1994, 
p.212). After selecting the functional form, the final stage in STAR model is estimating the 
model using nonlinear least squares (NLLS) or maximum likelihood (ML) method. 

 

4. DATA AND EMPIRICAL RESULTS 

This section of the study attempts to find an answer to the question whether the current 
account balance over the period 1998:01 to 2008:09 has a regime switching; and in this 
context whether it can be modelled with regime switching models. The reason for 
choosing the year 1998 as the starting point is that this year is the start of a variation in 
general balance, current account, capital and financial accounts and starting from 1998, 
wave lengths differed and fluctuations increased. 1997 Asian and 1998 Russian crises can 
be shown as the main reason for this change. In the period following the start of these 
crises, serious constrictions emerged in world manufacturing and trade. In addition to the 
reflections of this in Turkey, increased risk caused the outflow of considerable speculative 
(hot) money, which in turn, increased fluctuations. Also we choose 2008 year-end as the 
finishing point to examine the forecast performance of the model to capture the global 
crisis. 

Firstly, it is noted that, to compare the results of the studies and to make a significant 
comparison, instead of current account balance, the share of current account balance 
(CAB) in GDP, that is current account ratio (CAR) is analysed. Similarly, it is seen that this 
approach is used in various studies.  
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For example, in his comments on current account balance, Chairman of the Central Bank 
of the Republic of Turkey, Yılmaz, uses the ratio of the mentioned series to Gross National 
Product (GNP)9; on the other hand, Edwards (2001), Chortareas, Kapetanios and Uçtum 
(2004), Tanner and Samake (2006), Togan and Ersel (2007) and Akçay and Üçer (2008) use 
the ratio to Gross Domestic Product (GDP) in their studies. Furthermore, the data of the 
present study is analysed without deseasonalization. In some of the previous studies on 
current accounts are made use of various filters to deseasonalize the series and that the 
analysis are made on deseasonalized series (For example Lee and Chinn, 2006).  
However, the findings of the studies particularly of those conducted on business circles 
and unemployment revealed that deseasonalization can affect the nonlinear properties of 
time series, it can mask or even totally eliminate the nonlinear process in the time series, 
it will make the series nonlinear or change the nonlinearity type of the series (Ghysels, 
Granger and Siklos, 1996; Luginbuhl and de Vos, 2003; Mir and Osborn, 2004). Franses and 
Paap (1999) and Franses and de Bruin (2000) report that there are variations in the 
models specified for seasonally adjusted and non-adjusted series.  
Based on these findings, considering that deseasonalization will disturb the basic dynamics 
of the series and cause a difference in the regimes in the present study, it is decided that it 
will be appropriate to make an analysis without deseasonalization.10 

As mentioned above, CAR series used in the study is obtained by dividing CAB to GDP, and 
GDP and CAB data are taken from the CBRT Electronic Data Delivery System.11 The graph 
of the series is displayed in Fig. 1 and some statistics of the series are shown in Table 3.  

Fig. 1: Time graph of current account ratio series 

 

 

 

 

 

                                                           
9 Durmuş Yılmaz, CBRT 75th Regular General Assembly Opening Remarks, April 6th, 2007, Ankara. 
10 Various methods are used in deseasonalization. Since these methods might affect analysis results, selection of 
the followed approach is important. For example, if we use a filter like X-11, turning points of the regression 
would be degraded and this would in turn disturb the form of the regime. As a result of this, results which were 
different from the reality would be obtained. For further information, see Skalin and Teräsvirta (2000), Fattouh 
(2005) and Mir, Osborn and Lombardi (2005).   
11 http://evds.tcmb.gov.tr/ 
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Table 3: Some descriptive statistics for current account ratio series 

Statistics Value Critical values for T=100 
Sample mean -2.762  
Standard error 3.742  
Skewness (SK) -0.236 0.576 
Excess kurtosis(EK) -0.900 LV= -0.80 / HV=1.52 
Jarque-Bera (JB) 5.561 5.99 
(A)DF (τ -statistics) -4.680 

ττ = -3.45  

KSS Test -4.342 
NLt = -3.40 

 

As seen in Fig. 1, from the beginning 2004:11, current account ratio becomes negative and 
permanent; Table 3 indicates that the series varies between 10.28%−  and 5.05% , it is 
symmetric and platykurtic.12 Table 3 also reports univariate ADF unit root test and 
nonlinear KSS unit root test on current account ratio for the full sample. The results for 
CAR series indicate that the null of nonstationarity is rejected at the 5% significance level.  

As mentioned above, it is seen that in many studies on various countries and Turkey, after 
determining that the series are stationary, the models are specified with the assumption 
of linearity. However, prior to the modelling, the linearity should also be tested.  

For this reason, in the first stage of TAR type model building, firstly the series will be 
specified with linear regression model to determine the lag length, secondly nonlinearity 
in the series will be tested and the delay parameter will be determined, thirdly in case that 
the series has nonlinear process, threshold value will be calculated using the method 
proposed by Tsay (1989).  

According to the steps written above, firstly, to determine the lag length appropriate for 
TAR models, the series is specified with linear regression model and using AIC13, p  is 
found to be 14. Secondly, to test nonlinearity of the series, nonlinearity test is applied and 
the results of test are given in Table 4.    

Table 4: Results of nonlinearity test 
 d=1 d=2 d=3 d=4 d=5 d=6 d=7 d=8 d=9 d=10 d=11 d=12 d=13 d=14 

F-stat 1.89 0.85 1.21 1.93 1.05 0.63 0.56 0.53 0.98 0.99 0.83 1.04 0.60 1.19 

p-
value 

0.03 0.61 0.27 0.03 0.41 0.83 0.89 0.91 0.47 0.47 0.63 0.41 0.86 0.28 

                                                           
12 Since skewness coefficient is | 0.236 | 0.576SK = − < , normality can not be rejected and it is decided that 

the series is symmetric. As the kurtosis coefficient is 0.900 0.80EK = − ≤ − , normality is rejected and it is 
decided that the series is platykurtic. 
13 Using the knowledge that Bayesian information criterion (BIC) gives better results when number of 
observations in below 200 (Strikholm and Teräsvirta, 2005, p.20), in this study lag lengths were calculated using 
both BIC and AIC, however,  it was found that there was no difference between these two for study data and 
only AIC information was provided. For a similar operation see Arestis, Cipollini and Fettouh (2003), Fattouh 
(2005), Skalin and Teräsvirta (2000) and Strikholm and Teräsvirta (2005). 



Journal of Business, Economics & Finance (2014), Vol.3 (2)                    Akgul and Ozdemir, 2014 

219 

According to the p -value in Table 4, linearity is rejected only in delay 1 and 4. However, 
since linearity is more strongly rejected in delay 4, lag length so delay of the threshold 
variable is selected as 4=d .Then, to determine whether there is a threshold value 
causing regime switching in the series, threshold testing is performed. For this purpose, 
using bootstrap method, after 5000 repetitions, F-statistic is calculated as 5.678  and it is 
decided that there is a threshold value causing regime switching in the model.  

Thirdly, threshold value is calculated as 0.033−  using the method proposed by Tsay 
(1989, p.235). This indicates that there are two different regimes in CAR series and it will 
be appropriate to specify two different regression models which are above and below 

3.3%− .  

In the second stage, suitable TAR type model will be specified for the series. For this, firstly 
to find appropriate lag lengths, models with various delays (lags) are tried and in the first 
regime 1 and 3, in the second regime 2 and 13 are found to be statistically significant 
delays. Secondly, specified SETAR model is estimated by NLLS, and estimation results of 
this model are given in Table 5.    

Table 5: Estimation results of the SETAR model 

4 0.033tCDO − ≤ −   

1 3(0.005) (0.162) (0.170)
0.015 0.364 0.487t t tCDO CDO CDO− −= − + +  

4 0.033tCDO − > −   

2 13(0.004) (0.124) (0.101)
0.010 0.405 0.321t t tCDO CDO CDO− −= − + +  

(12) 13.367LM = (12) 22.871ARCH =  5.07JB = 0.398SSR =  
0.598AIC =   

It is shown in Table 5 that model parameters are statistically significant, they achieve the 
sufficiency condition for stationarity14, and there is no autocorrelation and 
heteroscedasticity problem.  Following this, in-sample forecast success of SETAR model is 
investigated. Forecast graph obtained at this stage is displayed in Fig. 2, and forecast 
evaluation criteria are given in Table 6.  

 

 

 

 

                                                           
14 (0,364 0,487) 1+ < and (0, 405 0,321) 1+ < are sufficiency conditions for the stationarity of two-
regime AR models (Hansen, 1997, p.4. Assumption 1.2)   

https://www.google.com.tr/url?q=http://en.wikipedia.org/wiki/Heteroscedasticity&sa=U&ei=FMEhU5-LIdCp7Aau74GgAw&ved=0CCEQFjAA&sig2=OUdpp2yXrlVvW2U3ffH0Pg&usg=AFQjCNFNPJMiwnfhIZX7F1mkXLefQkScyQ
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Fig. 2: In-sample forecast graph of the SETAR model 

 

Table 6: Forecast evaluation criteria of the SETAR model 

                                  From 1999:03 to 2008:09    

Mean Error (ME)                                    0.0213 

Mean Absolute Error (MAE)                 0.0419 

Root Mean Square Error (RMSE)         0.0671 

 

Table 6 shows that the forecast evaluation criteria are close to zero, and in Figure 2, it is 
seen that the turning points is caught with small differences.  

These reveal the success of in-sample forecast of the model. In the third stage, it will be 
investigated to see which STAR model, LSTAR or ESTAR, is appropriate for the CAR series. 
For this purpose, firstly linearity will be tested and delay parameters will be determined. 
The results of linearity test that is proposed by Terasvirta (1994), for lag length 14 which is 
determined by AIC, are given in Table 7.   

Table 7: Results of nonlinearity test 

 d=1 d=2 d=3 d=4 d=5 d=6 D=7 d=8 d=9 D=10 d=11 d=12 d=13 d=14 

F-
stat.  

2.00 0.93 1.74 1.83 0.87 1.03 1.45 1.16 1.51 0.99 1.26 0.75 0.78 1.27 

p-
value 

0.00 0.59 0.02 0.015 0.672 0.44 0.09 0.29 0.07 0.49 0.20 0.83 0.79 0.19 

The values in Table 7 show that linearity is rejected in delays 1,3,4,7 and 9 and that the 
series shows a nonlinear structure. However, since the p-value indicates that linearity is 
more strongly rejected in delay 1, 1d =  is selected. Secondly, under three different 
hypothesis proposed by Teräsvirta (1994), F statistics are calculated and the results are 
given in Table 8. 
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Table 8: Results of test for functional form 

d =1 F Test p-values 
F4 1.824 0.056 
F3 1.082 0.387 
F2 2.488 0.005 

It is clearly seen in Table 8 that 2F  has the lowest p-value. This result indicates that for 
CAR series, LSTAR is the appropriate model. Thirdly, after the selection of appropriate 
functional form, the model is estimated by ML method and the results are given in Table 
9. 

Table 9: Estimation results of the LSTAR model 

2 12 3 4 12 14(0.340)(0.078) (0.115) (0.319) (0.348) (0.193)

1
1(0.084) (0.000)

0.506 0.549 (0.657 1.108 0.135 1.032 )

(1 exp[ 0.220( 0.037)])

t t t t t t t

t

CDO CDO CDO CDO CDO CDO CDO

CDO

− − − − − −

−
−

= + + − − − ×

+ − +

 

(12) 18.337LM =  (12) 21.314ARCH = 5.87JB = 0.278SSR =  0.425AIC =  

 

The results in Table 9 show that the LSTAR model parameters are statistically significant, 
there is no autocorrelation and heteroskedasticity problem in the residuals, and that they 
are normally distributed. In the same table, it is seen that the values of parameters c and 
γ  are -0.037 and 0.220, respectively.  

The fact that the calculated γ  value is not high indicates the smoothness in transition 
from one regime to another, and its statistical significance reveals that LSTAR is the 
appropriate model for the series. Then, in-sample forecast success of LSTAR model is 
investigated. Realized values and generated forecast values are shown together in Fig. 3, 
and forecast evaluation criteria are given in Table 10.  

 

Fig. 3: In-sample forecast graph of the LSTAR model 
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Table 10: Forecast evaluation criteria of the LSTAR model 

                                                                from 1999:06 to  2008:09 

Mean Error (ME)                                     0.0092 

Mean Absolute Error (MAE)               0.0278 

Root Mean Square Error (RMSE)                        0.0402 

Forecast evaluation criteria in Table 10 indicate that LSTAR model is also successful in 
modelling CAR. Furthermore, Fig. 3 shows that the success of the in-sample forecast of 
this model in capturing all turning points of the series is more successful than SETAR 
model (Fig. 2). To decide which model is better, AIC, SSR, ME and RMSE values are given in 
Table 11 collectively. Eventually, Table 11 shows that the best model that captures all 
nonlinearity is LSTAR model. 

Table 11: In-sample forecast evaluation criteria of the SETAR and LSTAR models 

 AIC SSR  ME RMSE 

SETAR          0,598 0,398 0.021 0.067 

LSTAR 0,425 0,278 0.009 0.040 

Another aim of the study is to make out-of-sample forecast for the series after choosing 
the appropriate model. However, the findings of many previous studies reveal that in-
sample forecast success of nonlinear models are high, but their out-of-sample forecasts do 
not have much advantage than linear models (Diebold and Nason, 1990; De Gooijer and 
Kumar, 1992; Terasvirta and Anderson, 1992; Tiao and Tsay, 1994; Dacco and 
Satchell,1999; Sarantis, 1999; Stock and Watson, 1999 and Teräsvirta, van Dijk and 
Medeiros, 2005). Among these studies, De Gooijer and Kumar (1992) state that better 
forecasts can be obtained in the case of the short forecast horizon (De Gooijer and Kumar, 
1992, p.151, 154). Besides Tiao and Tsay (1994, p.115-116) compare forecast success of 
two-regime SETAR and AR(2) models (within the context of MSFE criteria) suggest that for 
the extension period, SETAR model is not more advantageous than the AR model, 
however, at recession/contradiction period, SETAR’s from 2 to 4-step-ahead forecast was 
more successful.  

Unlike these findings, Boero and Marrocu (2002) specify AR, RW, GARCH, STAR and SETAR 
models for the return of three exchange rates against US Dollar and compare the in-
sample and out-of-sample forecast success of these models with different criteria and 
alternative procedures, and reports that nonlinear models are superior to linear models. 
Feng and Liu (2003, p.14) also conclude that ARIMA and SETAR models are successful in in-
sampling and out-sample forecast of GDP data for Canada, and besides this, the authors 
conclude that SETAR model yields a better result in the out-sample forecast.  
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In conclusion, it can be state that there is a common view suggesting that nonlinear 
models are more successful than linear models in capturing the properties of time series 
in sampling period, but the models can not show the same success for out-of sampling 
period. 

The main reason for this can be outlined that nonlinearity is found to be quite significant 
within the analysis period; however it fails to convey this outside the analysis period. In 
this subject, Diebold and Nason (1990) also report that one of the reasons for weak 
forecast of nonlinear models lied in the differences between in-sample and out-of-sample 
characteristics. 

When we investigate the forecast approaches applied in the majority of the studies, it is 
seen that while choosing the forecast method and creating the forecast confidence 
interval, the fact that forecast density of nonlinear models is multimodal, residuals are 
asymmetric and these are not taken into consideration in these studies.   

 

Therefore, in the present study, out-of-sample forecast of CAR series which is found to be 
nonlinear is performed by using the Highest-Density Forecast Region (HDR) approach of 
Hyndman (1995). For the related variable, HDR refers to the region when the density 
function exceeds the nominal threshold and HDR estimation typically involves determining 
the regions with high estimated density.15  

This method, which is agreed to be appropriate for nonlinear series and asymmetric 
residuals, (van Dijk, Franses and Boswijk, 2000; Blasco, 2001; Niglio and Amendola, 2001 
and Arango and Melo, 2006) is used in 20-step-ahead forecast of CAR series. Generated 
forecast graph is given in Fig. 4 and forecast evaluation criteria are displayed in Table 12. 

Fig. 4: 20-step-ahead forecast graphics of the LSTAR model    

 
 

 

 

                                                           
15 The fact that in linear models, forecast confidence intervals are taken symmetrically around point estimations 
as forecast density is symmetrical and unimodal, is based on the assumption that conditional distribution of 
linear time series are normal. However, nonlinear series or non-normal (asymmetrical) residuals make the 
forecast density asymmetrical or multimodal. In this case, it was thought that symmetrical interval around the 
mean should not be the appropriate forecast, that the forecast intervals should be formed in such a way to be 
non-symmetrical. 
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Table 12: 20-step-ahead forecast evaluation criteria of the LSTAR model 

                                                                         from 2008:10 to 2010:05 

Mean Error (ME)                                                               0.0867 

Mean Absolute Error (MAE)                                     0.0963 

Root Mean Square Error (RMSE)                                0.1032   

 

Small values of forecast evaluation criteria which are shown in Table 12 indicate the 
success of 20-step-ahead forecast made for CAR series. Besides, Fig. 5 shows point 
forecast values for the period from 2008.10 to 2010.05 and upper and lower confidence 
limits with 95% probability. 

 

Fig 5: 20-step-ahead forecast points and upper and lower confidence limits 

 
 

It is seen in Fig. 5 that the share of current account deficit which decreases between 
2008:10-2008:12 periods in GDP increases particularly until 2009:05 and continues at the 
level of 6%  until 2009:09 and then stabilises around 5%  in the period until 2010:05.  

This suggests that current account deficit ratio will continue around at the level of 5%  
with slight changes for 20 periods. Forecast findings support the view that global crisis 
which started in the USA in the final period of 2007 and began to affect world countries as 
of 2008, started at the end of 2008 in Turkey and caused a gradual increase in current 
account GDP ratio as of 2009. In addition, the results reveal that forecast values will 
constantly continue over the 3.7%−  threshold value calculated for CAR.  

In this context, Dornbusch (2001, p.3) reports that if CAD/GDP ratio is exceeds 4% , it will 
pass to red zone in terms of crises. Dornbusch also reports that if the exchange rate 
rapidly gains value ( 25%  and above in a 2 or 3 year period) and if the current account 
deficit exceeds 4% , without the prospect of a correction, that country will pass to the 
red zone. On the other hand, Milesi-Ferretti and Razin (1996, p.20) report that the fact 
that for 3-4 years, a permanent current account deficit exceeds a certain threshold like 
5%  of the GDP will not be an indicator that provides adequate information with 
sustainability. 
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Based on these findings and Dornbusch’s conclusions, considering that the fragility in the 
economy is increased, it can be stated that crisis will be inevitable even in a mild wind.   

In conclusion, the finding of the present study suggesting that the share of current account 
balance in GDP has two different regimes which are above and below 3.7%− , indicates 
that at the ratios over this value, it is difficult to sustain current account deficit. This 
finding is consistent with the finding of Çakmak and Varlık (2007) where the authors 
analyse the sustainability of current account deficit for Turkey and using Aristovnik’s 
(2006) formulation, they find the value of 3.6%  for a moderate scenario. 

 

5. SUMMARY AND CONCLUSIONS 

The chronic current account deficit of Turkey since November 2002 excluding a few 
months and that Turkey ranked sixth in the list of countries with current account deficit in 
the year 2008 is the main motive behind the present study. Furthermore, the fact that the 
previous studies for this issue concentrated on linear models; besides insufficient in 
number modelling and out-of-forecasting efforts is the other motive of this study. 

 For this context, the first purpose of this paper is to investigate whether nonlinearities are 
present in the behaviour of Turkey current account balance and to find the appropriate 
TAR family model. In this manner, it can be argued that if nonlinearities are present in 
CAB/GDP behaviour then linear models are inappropriate. The second purpose is to 
generate out-of-sample forecasts with this model.  

The main findings of the analysis of current account imbalances which involves the period 
1998:01 to 2008:09 can be summarized as follows: firstly, the ratio of current account 
balance to GDP is nonlinear, and SETAR and LSTAR models are found to be successful in 
defining the nonlinear structure of the mentioned series. As a result of the comparison of 
the in-sample forecast success of these models, it is decided that LSTAR is the appropriate 
model and regimes based on low and high current account ratio have different dynamics. 
According to the empirical results, the series has one threshold and two regimes; the 
threshold value dividing the series into two regimes is 0.037− , and that there are two 
different regimes below and above this value. Secondly, LSTAR model is used for 
forecasting purposes due to its in-sample forecast success. Using this model, 20-step-ahed 
forecast is performed using highest-density forecast region approach. In this context, the 
finding of the study is that current account deficit will rise towards the middle of 2009, 
however a less deficit will occur towards the end of the year and at the beginning of 2010, 
the share of current account balance in GDP will continue at the level of 5%−  and 6%− .  

When we compare this result with realized values it is seen that LSTAR model is succeed in 
out-of-sample forecast. Thirdly, the fact that all forecast values are significantly higher 
than the threshold value suggests that in case of an outbreak of a small crisis, it will be 
difficult to sustain the current account deficit. Besides, the results of the preset study 
reveals that nonlinear models are appropriate in modelling current account balance and 
that using linear model will be inadequate and lead to erroneous results. 
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 In addition, the fact that the use of forecast approaches that are appropriate for 
nonlinear models increased out-of-sample forecast success and this points to the 
importance of the suitability of the forecast method to be selected with the nonlinear 
models. The fact that the forecasts will guide policy makers in economic programs adds to 
the importance of the present study. 

The next step of the study is planned to extend the study by performing impulse-response 
analyses for the LSTAR model, to determine other variables affecting current account 
balance and their potential impacts. 
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ABSTRACT  

This study examines the influence of opinion leaders on the 
innovative product buying decisions of consumers. Opinion 
leaders have a critical importance in the diffusion of 
innovative products by the word of mouth marketing method. 
It is very important in terms of competition that businesses 
carry out their activities taking this fact into consideration and 
design their communication systems accordingly. A 
questionnaire was carried out with smart phone users for this 
purpose. Results of the study were subjected to regression 
and correlation analyses, and the relationship among the 
word of mouth marketing, opinion leaders and efforts of 
marketing was explored. Results have shown that consumers 
are influenced by opinion leaders when buying an innovative 
product, and that opinion leaders, when compared with 
marketing efforts, have a higher influence on consumers.  

 
1. INTRODUCTION 

The world becomes global rapidly, and competition becomes more and more challenging 
in the globalizing world. While competing only with few rivals around in the past, today 
the competition is among all the rivals in the world. There are many rivals of the same 
product with similar features. Especially the products coming from China, India and Far 
East create a trouble and make profit rates decrease, so to say. Plus, it's getting harder to 
be realized among other products (Kırım 2007). Even the products that have a good place 
in consumers' minds and succeded to become a brand are being threatened by their 
cheap uniforms. At this stage, innovation comes into play. Innovation is all the innovative 
and value creating activities that protect brands against their rivals and makes their 
imitation harder. 
However, making innovation or putting a new product on the market are not enough. 
Also, that product has to be known and purchased. None of the products that are 
unpopular are innovative. Thus, it's necessary to promote the product and ensure its place 
in the market.  
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It's impossible for a product that is not liked or recommended to become succesful on the 
market. With today's communication conditions, it's not so hard for the consumers to talk 
about products and influence each other's decisions. People believe in the reliability of the 
information obtained by word of mouth more. According to one research, 40% of 
American consumer are actively ask for their families' and friends' advices especially 
before purchasing services such as health, law and automobile repairing (Hogan et al. 
2004). According to another research that a market research company has made with over 
1000 consumers, almost three American consumers out of four (%70) recommend a new 
product they purchased to their friends and their families. Also, family and friends as 
information resources of consumers about new products are at the first place with 55%, 
followed by 53% of advertisement and 48% of interior advertisement and display (Karaca 
2010). 
 
In accordance with the modern marketing mentality of our age, companies have started 
taking steps to make personal communication channels work for them and developing 
marketing programs to create favourable word of mouth for their own brands (Kotler and 
Gary 2005). They have started to create opinion leaders whose opinions are adopted by 
others by training people to make others use their products or to inform others providing 
attractive terms.  
 
Opinion leaders are the persons providing both information adn recommendation to 
others. In addition to giving information sharing their experiences about a product group, 
they also give advices to other people about not buying any product. Opinion leader 
generally tend to specialize in a product category (Schiffman 2004). 
In 1948, Lazarsfeld and his colleagues have claimed that new opinions and influences first 
reach to opinion leaders from mass media. Then, in their opinion, the opinions and 
influences of these opinion leaders are transferred to passive people or the people far 
away from mass media and other resources by word of mouth (Engel et al. 1990). 
According to this model, opinion leaders collect and interpret the information from mass 
media first and then transfer these to other consumers. Model explains how opinion 
leaders influence consumers and how products spread out from mouth to mouth. The 
main aim of this study in this context is to analyze the role of opinion leader in spread of 
innovative products. What kind of an influence opinion leaders and marketing by word of 
mouth have on consumers to buy a new product? Is the assumption that people 
considered as opinion leader influence consumers true? Do the factors such as marketing 
have a more powerful influence on consumers than opinion leadership? Or doesn't it have 
that much influence? The decision-making process of consumers will be understood better 
and new points of view will be given to firms about being market and customer oriented 
through the answers to these questions. 

2. LITERATURE REVIEW 

2.1 Product Innovation 

Dictionaries define ‘innovation’ as ‘introducing something new’: the Latin stem ‘innovare’ 
refers to altering or renewing, and is derived from ‘novus’, meaning ‘new’ (Little et al. 
1973). The term innovation, most generally, implies newness (Johannessen et al. 2001).  
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That is, an innovation is something that is new, is positively different, or is better than 
what was there before. It is fair to say that an innovation is simply any new 
implementation whether this be a new product, a method or a completely new invention. 
Damanpour (1996)  defines innovation as “the adoption of an idea or behavior new to the 
adopting organization” . According to Damanpour (1996) “the adoption of innovation is 
conceived as a process that includes the generation, development, and implementation of 
new ideas or behaviors”. Camison-Zornoza et al. (2004) claim that what all definitions of 
innovation share in common is the usefulness of the new idea that is implemented. 
Product innovation is the introduction of a product that is new or significantly improved 
with respect to its characteristics or intended uses. This product can include both a new 
technology and knowledge and also, existing knowledge and technologies. The important 
point, to call a product as an innovation is it should differ from current products with 
either its characteristics or usage areas. Addition to that, with minor changes in a product 
characteristics and/or specifications such as components and materials to gain a new use 
is also a product innovation. This situation does not include design changes if does not 
involve a change in characteristics of the product and intending uses (Oslo Manual 2006). 
 
Product innovations may be the result of organizational changes or exploitation of new 
markets in companies (Avermaete and others 2003). Product innovation is one of the 
most obvious ways of generating revenues for the companies. Products should be 
renewed or completely new for the companies to not taking the risk of staying behind of 
competitors. At that point core product features may be developed with radical changes 
and also incremental changes may be done as to develop supporting activities. This 
provides to sell the product to the different customers with different offerings (Johne 
1999 ) 

2.2 Word-of-Mouth 

Word of mouth (WOM) communication is a process of transferring information from one 
person to another in a face-to-face situation (Sun et al. 2006). Consumers share their 
experiences and reactions about any business with other consumers voluntarily (Jansen et 
al. 2009). Due to the fact that WOM communication involves an opinion exchange with 
friends and relatives, it is considered as an effective information source and a powerful 
marketing tool. It is commonly known that consumers intent to seek information from 
others while deciding a product purchase (Gildin 2003). Lau&Ng (2001) defined WOM as 
an “oral, person-to-person communication between a perceived non-commercial 
communicator and a receiver concerning a brand, a product or a service offered for sale”. 
On account of this definition, WOM communication “allows consumers to share 
information and opinions that direct buyers towards and away from specific products, 
brands, and services” (Litvin et al. 2005) Thus, people without any commercial 
connections talk about a product or a brand spontaneously (Davis & Khazanchi  2008). The 
value of WOM arises from its impact on consumer‟s choices (Lau & Ng 2001) and product 
judgments (Lee &Youn 2009) 
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WOM can influence decisions either positively (Engel et al. 1983) or negatively (Tybout et 
al. 1981). It does appear that negative WOM has a more powerful impact than positive 
WOM (Arndt 1967). Technical Assistance Research Program, for example, reported that 
dissatisfied customers are likely to tell twice as many people as satisfied customers. 
Desatnick (1987), citing research conducted for the White House Office of Consumer 
Affairs asserted that ‘90%or more who are dissatisfied with the service they receive will 
not buy again or come back. Worse still, each of those unhappy customers will tell his or 
her story to at least 9 other people, and 13%of those unhappy former customers will tell 
their stories to more than 20 people’. It is not reported to how many these WOM 
recipients retell the story.  

2.3 Opinion Leader  

Research on opinion leadership to date can be classified into three distinct cate-gories: (1) 
involves whether opinion leadership is specific to a product, idea, or issue, or if it is 
generalized across products, ideas, or issues (Elihu  1957); (2) involves the issue of 
whether opinion leaders are different from followers Arndt, J. (1967)  involves the issue of 
how opinion leaders are utilized in the flow of communications among people. (Menzel 
and Katz 1955) 
 
One common thread across studies in these three areas is the measurement and scaling 
used to identify opinion leaders. (Silk 1971) All three areas through either observation or 
questioning limit the scaling of opinion leadership to a dyadic interaction with respect to a 
specific issue, product, or idea. It seems that the identification of opinion leaders may be 
unnecessarily constrained in terms of research investigation, (Meyers and Robertson 
1972) particularly in cross-cultural research. Therefore, an opinion leader was defined, for 
the purpose of this study, as someone whose opinions are highly re-spected and utilized 
by the respondents to help in making decisions across a variety of situations such as what 
types of clothes to wear, where to have major household items repaired, how to discipline 
children, and for whom to vote in political elections. This person can be someone with 
whom the respondents have personal contacts (a friend, priest, member of a social group, 
relative, or someone in public life whose advice is derived from his/her public statements). 
(Cosmas and Sheth  1980) 
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Table 1: Characteristics of Opinion Leaders 
1. Enjoys life 13.  Not afraid to give an opinion 
2. Has common sense  14.  Has all around knowledge 
3. Utilizes you to follow hir or her advice  15.  Evaluates you fairly 
4. Motivates you to follow his or her advice 16.  Is available when you need him or her 
5. Does not care what social group you 

associate with 
17.  Looks like you 

6. Belongs to the same social group as you do 18.  Expresses empathy towards others 
identifies with them 

7. Can easily evaluate you for what you are 19.  Is wealthy 
8. Has high degree of professionalism 20.  Is mature 
9. Has strong opinions on many things   Makes you follow rules; enforces, norms on    

you 
10. Is not modest 22.  Quite experienced about life 
11. Is down to earth, pratrical or pragmatic not 

pretentious                                                                        
   Likes to give advice so others will do those 

things he or                she is afraid to do                                                                 

12. Gets jealous of other opinion leaders 24.   Does not stand out in a crowd 
(Chaudhry and  Irshad 2013) 

2.4 Diffusion of Innovations 

Rogers (1983) describes how new ideas (innovations) flow among consumers in the 
market through diffusion. Diffusion is, as he describes it, the process in which innovations 
is communicated through channels into networks of members in social systems. Rogers 
argues that the key channel to effectively communicate innovations is through opinion 
leaders. How the networks are set up and what roles the opinion leaders have, are what 
decide the chance of a new idea being adopted. Rogers uses a model to illustrate the flow 
of communication called; “The two-step flow of communication, which was firstly 
introduced by Lazarsfeld, Berelson and Gaudet (1944). 
 

Figure1: The Two-Step Flow Communication 

 
Innovations spread from sources of new ideas via media channels to opinion leaders, who 
are more exposed and have more potential of absorbing information. Through the opinion 
leaders by way of personal communication-channels to followers, people who tend to be 
less active when receiving information which is not personalized. The opinion leaders 
modified the information as well as they facilitated, so it would be more suitable for the 
followers to apprehend. (Lerud 2007) 

Mass media Opinion leader Followers 
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3. METHODOLOGY AND DATA 
 
3.1 Goal and Method of the Study 

This study examines how much consumers, when they buy innovative products, are 
influenced by opinion leaders. The main thesis of the study involves such questions as 
“When buying a newly launched product, are consumers more influenced by marketing 
activities or by opinion leaders?” and “Are word of mouth marketers influenced by 
opinion leaders?”, etc. Questionnaires were analyzed using the SPSS software. 
 In order to measure these questions, a questionnaire study was carried out with users of 
smart phone, which is accepted as an innovative product (Koç, Yavuz 2011). The 
questionnaire was carried out in January 2014. Subjects were administered a face to face 
questionnaire and they were chosen by convenience sampling method. Five Point Likert 
Scale was used in the study. Twenty two of the questionnaire forms obtained were 
excluded as they were erroneous or incomplete, and 388 questionnaire forms were taken 
into consideration. The questionnaire form prepared to be used in the study was 
administered on a limited audience to test its reliability. Based on the results obtained, 
the questionnaire form was redesigned and used in the study. 

3.2 Hypotheses of the Study 

Two basic research questions were set forth when creating the questionnaire form and 
two hypotheses were set forth based on these study questions. The questions are: (1) 
What is the relation between word of mouth marketing and suggestion received from 
opinion leaders? and (2) Are word of mouth marketers influenced more by opinion leaders 
or by the marketing activities performed by businesses? Answers given to these questions 
will reveal how much smart phone (accepted as an innovative product) users are 
influenced by opinion leaders? 
H1: The most important factor for word of mouth marketers when they buy innovative 
products is the opinions of opinion leaders. 
H2: Opinion leaders are more influential than marketing activities in the purchase of 
innovative products. 

3.3 Findings Of The Study And Analysis 

First a reliability analysis was carried out on the questionnaire and it was found to be 
reliable (Cronbach’s Alpha = 0,844). 
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Table 2: The Regression Table that Shows the Relationship between the Word of Mouth 
Marketing and Opinion Leaders 

ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 
Regression 22,643 1 22,643 49,674 ,000b 

Residual 175,946 386 ,456   
Total 198,589 387    

a. Dependent Variable: Influence Of Leader In The Diffusion Of Innovative Products 
b. Predictors: (Constant), Word Of Mouth Marketing 

The value in the significance column of the ANOVA table shows that the relationship 
between the independent variable of word of mouth marketing and the dependent 
variable which refers to the influence of opinion leader is statistically significant in the 
level of p < 0,01. It is therefore seen statistically that those consumers who, by performing 
word of mouth marketing, share their opinions with others regarding a product are 
influenced by opinion leaders.  
 
If the value on that column was above 0,05, we would evaluate that the relationship was 
insignificant (incidental). To formulate the relationship in the table; 
F (1,386) = 49,674; p < 0,01  
 

Table 3. Table Of Coefficients Showing The Relationship Between Opinion Leaders And 
Word-Of-Mouth Marketing 

Coefficients a 
Model Unstandardized 

Coefficients 
Standardized 
Coefficients 

T Sig. 

B Std. Error Beta 

1 
(Constant) 1,981 ,220  9,017 ,000 
word of mouth 
marketing ,418 ,059 ,338 7,048 ,000 

a. Dependent Variable: Leader’s Influence In The Diffusion Of Innovative Products 
 
The coefficients table on the other hand shows the regression coefficients used for the 
regression equation and their significance levels. In our study, the coefficient of the word 
of mouth marketing variable is 0,418, and the constant value of the equation is 1,981. 
When we place these values into the equation of Y = bX + a, we reach the equation of Y = 
0,418X + 1,981. Even this equation reveals how the values to be taken by word of mouth 
marketing influence the level of being influenced by opinion leaders. 
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Table 4: Correlation Table That Shows the Intensity of the Relationship between Word 
of Mouth Marketing and Opinion Leaders 

Correlations 
 Word of Mouth 

Marketing 
Leader’s Influence 
in the Diffusion of 

Innovative 
Products 

word of mouth marketing 
Pearson Correlation 1 ,338** 

Sig. (2-tailed)  ,000 
N 388 388 

Leader’s influence in the 
diffusion of innovative products 

Pearson Correlation ,338** 1 

Sig. (2-tailed) ,000  

N 388 388 
**. Correlation is significant at the 0.01 level (2-tailed). 

The correlation results obtained show that word of mouth marketers are influenced by 
opinion leaders by a rate of 0.338. This value shows that there is an average and positive 
relationship between word of mouth marketing and the influence of leader. 
 
Table 5: Regression Table which Compares the Influence of Marketing Activities and the 

Influence of an Opinion Leader on Those Who Carry out Word of Mouth Marketing 
ANOVAa 

Model Sum of 
Squares 

df Mean Square F Sig. 

1 
Regression 23,063 1 23,063 29,404 ,000b 
Residual 302,752 386 ,784   
Total 325,815 387    

a. Dependent Variable: Statements That Opinion Leaders Are More Influential Than Marketing Activities 

b. Predictors: (Constant), word of mouth marketing 

 
Purpose of this regression analysis is to reveal whether word of mouth marketers are 
influenced more by marketing activities or by opinion leaders. As those who talk about 
products carry out more exchange of ideas and are more outwardly, the regression 
analysis aimed to test whether they are more influenced by opinion leaders than by 
marketing activities. 
 
The value in the significance column of the ANOVA table shows that the relationship 
between the independent variable of word of mouth marketing and the dependent 
variable of being influenced more by opinion leaders than by marketing activities is 
statistically significant in the level of p < 0,01. It is therefore seen statistically that those 
who carry out more exchange of opinions with other people around them are influenced 
more by opinion leaders than by marketing activities. 
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If the value on that column was above 0,05, we would evaluate that the relationship was 
insignificant (incidental). To formulate the relationship in the table; 
F (1,387) = 29,063; p < 0,01. 
 

Table 6: Table Of Coefficients Showing The Relationship Between The Influence Of 
Opinion Leaders And The Influence Of Marketing Efforts 

Coefficientsa 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. 

B Std. Error Beta 

1 
(Constant) 1,638 ,288  5,687 ,000 
word of mouth 
marketing ,422 ,078 ,266 5,423 ,000 

a. Dependent Variable: Statements That Opinion Leaders Are More Influential Than Marketing Activities 

 
The coefficients table on the other hand shows the regression coefficients used for the 
regression equation and their significance levels. In our study, the coefficient of the word 
of mouth marketing variable is 0,422, and the constant value of the equation is 1,638. 
When we place these values into the equation of Y = bX + a, we reach the equation of Y = 
0,422X + 1,638. Even this equation reveals how the values to be taken by word of mouth 
marketing influence the level of being influenced by opinion leaders. 
 
Table 7: The Correlation Table which Compares the Influence of Marketing Activities and 
the Influence of an Opinion Leader on Those Who Carry out Word of Mouth Marketing 

 
Correlations 

 Word of Mouth 
Marketing 

Statements that 
Opinion Leaders 

are More 
Influential than 

Marketing 
Activities 

word of mouth marketing 
Pearson Correlation 1 ,266** 
Sig. (2-tailed)  ,000 
N 388 388 

statements that opinion 
leaders are more influential 
than marketing activities 

Pearson Correlation ,266** 1 
Sig. (2-tailed) ,000  
N 388 388 

**. Correlation is significant at the 0.01 level (2-tailed). 
 
According to the correlation table in Table 9, word of mouth marketers are influenced 
0,266 times more by opinion leaders than by marketing activities. This shows that there is 
a slightly positive correlation between the two variables.  
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4. RESULTS AND IMPLICATIONS 
 
4.1 Research Hypotheses and Results 

As a statistical measurement method, regression analysis was used to test all the 
hypotheses. And correlation analysis was utilized to measure the correlative intensity. The 
behavioral questions previously stated in Tables 2, 3 and 4 were classified into the above 
mentioned categories, and then they were averaged and reduced to a single variable. The 
reduced variables were taken as independent variables in the regression analysis. 
The regression analysis which was carried out in order to measure whether word of mouth 
marketing is influenced by opinion leadership produced a statistically significant result (F: 
49,674 and P: 0,000). 
 
Thus the resulting regression model is Y = 0,418X + 1,981 x word of mouth marketing 
In this case, the hypothesis H1 is accepted. That is, the most important factor for word of 
mouth marketers when they purchase innovative products is the thoughts of opinion 
leaders. There is a positive and intermediate level of correlation in the rate of 0.338. 
Based on the regression analysis which shows that word of mouth marketing consumers 
are influenced more by opinion leaders than by marketing activities, we obtain the 
following data. 
 
(F: 29,404 and P:0,000) Based on the results, word of mouth marketers attach more 
importance to the thoughts of opinion leaders than to the marketing efforts. 
The regression model is Y = 0,422X + 1,638 x Influence of opinion leaders. 
In this case, the hypothesis H2 is accepted. That is, opinion leaders are more influential 
than marketing activities in the purchase of innovative products. There is a slightly positive 
correlation between them in the rate of 0.266. 

4.2 Results and Suggestions 

Innovation as one of the most important factors of marketing causes many new and 
different products to be launched. Introduction of new products results in the creation of 
a resistance in those consumers who do not want to change their old habits. Familiar 
values and habits have been under the pressure of innovative products. In this case, 
consumers are forced to change their habits and adapt to the new. As the new generation 
is born into a world which is already in the process of a continuous change, they feel this 
pressure less. It is important for each consumer, however, to abandon a previously used 
product and buy a new product and behave optimally in taking this decision. 
 
Referring to the thoughts of an opinion leader when buying an innovative product 
decreases the tension that forms in the consumer and makes it easier to take correct 
steps. In a sense, buying decisions are influenced by the presence of a person who has 
tried a product and whose knowledge is trusted. Revealing and measuring this influence 
forms the main axis of the study. 
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Table 2 reveals that word of mouth marketers who share their thoughts with others are 
influenced by opinion leaders and that there is a statistically significant relationship 
between those. It is also seen that word of mouth marketers are influenced more by 
opinion leaders than by marketing efforts (table 4). 
 
Consequently, when an innovative product is launched, businesses should look to 
marketing but, at the same time, manage to involve opinion leaders in this process. When 
buying products, modern consumers do not disregard those highly knowledgeable and 
credible persons who have tried a product and specialized in that subject matter. 
 
Facilitation of information sharing will guaranty success for a management philosophy 
which cares for customers and prioritizes their desires. Situated in the middle of this 
accelerating flow of information, opinion leaders’ importance steadily increases by each 
passing day. 
 

5. CONCLUSION 

Importance of the concept of an opinion leader has increased with the spreading of word-
of-mouth marketing. Dialogues among consumers have become easier and interaction has 
increased thanks to the improvement of communication channels. The significance of this 
can especially be felt in the diffusion of innovative products. In order to adapt to a new 
product, when such a product is launched, consumers consult those whose opinions they 
value. This decreases the resistance against innovation. The current study shows that the 
rate by which people consult opinion leaders when buying an innovative product is about 
80 percent. This provides an evidence for the opinion leader influence as explained in the 
literature section. Another finding of the study is that word-of-mouth marketers are more 
influenced by opinion leaders. The higher the activity of word-of-mouth marketing people 
carry out, the more they are influenced by opinion leaders.  
 
Competition accompanies the introduction of new products. With the aim of becoming 
more prominent than their competitors, businesses have to strengthen their marketing 
communication. Marketing communication may be carried out by relational 
communication as well as by means of mass communication. Those businesses which 
individually communicate with their consumers are always one jump ahead of others. Our 
study shows that those businesses which, having being influenced by opinion leaders, can 
carry out word-of-mouth marketing are more successful although advertisement activities 
also make a significant influence on consumers’ preferences. The influence of 
advertisements, thus, is less than that of opinion leaders. 
It is understood, consequently, that opinion leaders are very influential in the preference 
for innovative products. When making a preference, consumers exchange views with 
those in whose opinions they trust and share their thoughts with their contacts. The basic 
condition for businesses in order for them to be successful and gain a competitive edge is 
to extend positive messages which can influence this one-to-one communication and 
create suitable products. Success appears to be impossible for those businesses which, in 
this age of global competition, do not influence their customers and make an impression. 
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ABSTRACT  
Given the relevance that Cat Bonds are taking in the financial 
markets, as well as their appeal for different types of investors, it 
becomes pertinent to understand the price dynamics of these 
securities in the secondary market. Several authors have 
developed and proposed different valuation approaches, 
focusing on the probability of occurrence of catastrophic events, 
as the main variable impacting the pricing of Cat bonds in the 
secondary market. However, the lack of inclusion of other factors 
considered relevant for investors, narrows the range of pricing 
driver’s of Cat Bonds. This paper seeks to address the former 
need, presenting a panel data approach of a multifactor spread 
model, which comprehends 5 relevant variables. The results 
proved an adequate fitness and show that the model can be 
applied to both the P&C and, the Life market.  

 

1. INTRODUCTION 

Insurance Linked Securities (ILS) have been gaining force over the last decade, becoming a 
relevant mechanism in providing capacity and additional resources to the reinsurance 
industry. According to Aon Benfield (2014), in 2013 the total capital of the reinsurance 
industry was US$540 billion, out of which 9.3% was considered as Alternative capital 
coming from ILS, and other Alternative Risk Transfer vehicles. The high cost of claims 
derived from catastrophic events was the leading reason motivating the insurance 
industry to transfer part of their risk into the financial markets.  

According to Cummins (2008), Cat Bonds have been the most successful ILS so far, with a 
total capital outstanding of US$18.6 billion (Guy Carpenter, 2013) reported at the end of 
2013.These securities are defined as “fully collateralized instruments that pay off on the 
occurrence of a defined catastrophic event” (Cummins 2008). Their success derives from 
its innovative structure, being attractive to the sponsors as an alternative to reinsurance 
protection against catastrophic losses, and to investors as a high yield asset, which is 
uncorrelated to other financial securities 

Therefore, given the relevance that Cat Bonds are taking in the financial markets, as well 
as their appeal for different types of investors, it becomes important to understand the 
price dynamics of these securities.  
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This research aims to address this need by developing a multifactor spread model, in 
which the most relevant variables affecting the spread of Cat Bonds trading in the 
secondary market are identified.  

The remainder of this paper is organized as follows: In section 2 we include a literature 
review, followed by section 3 in which we present a description of the data used for the 
construction of our proposed model. Section 4 describes a preliminary analysis of both the 
data and the methodology. Furthermore, section 5 presents the methodology applied, the 
empirical analysis and the statistical assessment of the results found. Finally in section 6 
we summarize our main results and draw our conclusions. 

2. LITERATURE REVIEW 

Since Cat Bonds are considered to be “one of the more recent financial derivatives to be 
traded on the world markets” (Baryshnikov et al 2001), and since their success has been 
widely spread on a world-wide scale; over the last decades, it has been a boom of authors 
developing and proposing numerous valuation approaches for these type of securities.  

Previous authors exploring the pricing of Cat Bonds in the secondary market, have focused 
on the occurrence of catastrophic events in order to value the bond as a function of the 
expected probability of loss. Cox and Pedersen (1997) propose a model in which the 
catastrophe reinsurance premium is expressed as a high-yield bond, depending on the risk 
free rate, the probability of a catastrophe (default) and an amount to be reinsured. The 
authors use stochastic processes and devise a binomial tree approach for pricing them. 
Their methodology is supported by an intuitive approach and a theoretical basis; no 
empirical results were contrasted.  

Other authors have used the Poisson distribution to explain the behavior of a catastrophic 
event. That is the case of Baryshnikov et al (2001), who affirm that some catastrophic 
events have a power law distribution, for which they develop a model using the Poisson 
distribution. Jin-Ping and Min-Teh (2002), also use a Poisson distribution to model 
catastrophe probabilities. Additionally, they provide an assessment of how interest rates 
affect the Cat Bond price, and offer a solution by modeling them stochastically. 

Loubergé et al (1999), on the other hand, proposed a valuation based on the resemblance 
of Cat bonds with financial options. They develop a valuation methodology exclusively for 
those Cat Bonds with an Industry Loss Index. They analyze these securities as financial 
portfolios combining a bond and a catastrophe options. “Using option pricing theory and 
simulation analysis in a stochastic interest rate environment, we show that investors 
attracted by the potential for diversification benefits should not overlook the optional 
features when including these securities in an asset portfolio.” 

As previously mentioned, authors have focused on the probability of occurrence of 
catastrophic events, as the exclusive variable in determining the pricing of Cat bonds in 
the secondary market. Therefore, the lack of inclusion of other factors that are priced by 
investors, narrows the range of the price drivers for Cat bonds. This fact led us to seek 
alternative approaches for the pricing process. We propose a multifactor model and prove 
that several factors are relevant to the bond’s spread in the secondary market. 
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3. DATA 

Due to the recent appearance of Cat Bonds as tradable instruments, and the fact that all 
investors that currently invest in them are institutional, the liquidity of these kind of assets 
is rather low. There is not a price marked to the market, as there are for other high liquid 
assets. Instead, financial agencies and reinsurance brokers, gather information from the 
transactions made, to create an indicative market price for every cat bond outstanding.  

The information used in this research was taken from the information provided by Lane 
Financial L.L.C in their Annual Review for the four quarters, Q2 2012 to Q1 2013. They 
provide secondary market prices of Cat bonds, in a quarterly basis. Every public 
outstanding Cat bond has an average market indication of its spread for each of the 4 
quarters taken. 

Information from Lane Financial L.L.C was used to construct a data base with 324 
observations, corresponding to 81 Cat Bonds outstanding from June 2012, through March 
2013. Each Cat bond has an indicative market spread for 4 periods, being the database a 
temporal sample of the secondary market of Cat bonds. 

From the observations in the database, one markedly outlier was identified, 
corresponding to Successor X-Class V F4, a Swiss Re Cat Bond issued in November 2011. 
This bond was issued with an expected Loss of 6.7% and Spread of 16.25%, which is a 
value within normal ranges compared to other Cat Bonds with similar Expected Loss. 
However, in the secondary market the Bond experienced a high volatility in its indicative 
spread, being 19.6% in June 2012, 17.3% in September 2012, followed by a steep rise of 
26.8% in December 2012 and an outstanding 35.3% in March 2013. 

This bond’s volatility was caused by the occurrence of Hurricane Sandy in October 2012, 
threatening the trigger to be set. The Cat Bond covers Wind in the United States and 
Europe, for which after the Hurricane Sandy, investors speculated on whether the losses 
incurred would be high enough to set the trigger, losing the principal and remaining 
coupons. Such speculative period cause investors to perceive a higher risk, causing the 
spread in the secondary market to trade above twice its initial spread only 16 months 
later. This observation was removed from the database  

3.1. Methodology 

Panel data consist of multi-dimensional data arrays in which certain variables are 
observed for an individual, through several periods of time. Therefore, it allows assessing 
the impact of the variables in a dynamic setting. Some of the advantages of working under 
a panel data approach, is to better identify effects in variables, and to construct and test 
more complicated behavioral models than purely cross-section or time-series data. 

According to the literature we reviewed, there is very narrow number of authors who 
have previously assessed Cat Bonds under a panel data approach. Tao (2011), and 
Cummins and Weiss (2009), proved that Cat Bonds are zero beta securities, by developing 
a comparative analysis with other financial securities, using panel data. Also, Gürtler et al 
(2012) explores the impact of the financial crisis on Cat bonds, in a dynamic stage using 
panel data.   
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However, to the best of our knowledge, panel data for assessing the spread of Cat bonds 
in the secondary market has not been explored yet, for which it becomes relevant to 
develop an approach under a multi-dimensional framework in order to understand the 
complex dynamics of Cat bonds spread traded in the market. 

The variable we will be modeling is the average market indicative spread in the secondary 
market (Indicative spread), which is the spread to maturity as a function of the built-in 
price of market agents, according to their appreciation of the Cat Bond price. The price of 
a bond in the secondary market can trade at premium or at discount, and in either case 
such price can be reflected in an indicative spread rate. Since Cat bonds usually have a 
floating coupon rate, the price movements of such bonds are reflected into the fixed 
component of the rate (spread). Therefore, the average market indicative spread of Cat 
bonds reflects the price perception of investors over that security. 

3.2. Explanatory variables 

There has not been a wide exploration of variables affecting the spread in the secondary 
market. Our initial hypothesis is based on the inclusion of several internal and external 
variables as significantly explaining the spread movements in the market. Those variables 
are the following: 

1. Spread at Issue: A previous research on the primary spread of Cat Bonds (Gomez 
and Carcamo 2014) proved that the initial spread depends on several factors, all 
of which ultimately reflect the risk of the Cat Bond, translated into the spread of 
the security. Therefore, we expect investors to value this factor along the life of 
the bond, affecting its price on the secondary market.   
 

2. Expected Loss: Empirical evidence in proving this factor as relevant for the spread 
of Cat Bonds in the primary market, has already been provided in several studies 
(Bodoff and Gan 2009, Lane and Mahul, 2008; Dieckmann, 2009; Galeotti et al., 
2012). The expected loss is proved to be one of the most relevant factors in a Cat 
Bond price, since it represents the risk undertaken by investors, for which in 
return they expect compensation translated on the spread. We expect it to 
remain a relevant factor for investors when pricing Cat Bonds in the secondary 
market.  
 

3. Credit Rating: “Obtaining a financial rating is a critical step in issuing a Cat Bond 
because buyers use ratings to compare yields on Cat Bonds with other corporate 
securities. Consequently, almost all bonds are issued with financial ratings.” 
(Cummins 2008). Most Cat Bonds are rated below investment grade, since the 
rating rationale focuses on likelihood of losing the investment, rather than on the 
financial creditworthiness of the sponsor. We will assess whether this factor is 
important in the pricing of these securities in the secondary market. 
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We converted all ratings to the S&P’s scale, and used a dummy variable for those 
bonds lying above and below the investment grade. We have defined 3 types of 
credit ratings: Investment grade (rated above or on BBB-), non-investment grade 
(rated below or on BB+) and not rated. 
  

4. Time to Maturity Factor: Since bonds are sensitive to time, knowing that the 
longer the term the higher its risk, we have defined a proxy for reflecting the time 
to maturity each bond has in every period of time assessed, which under the 
bonds dynamics should be relevant in the indicative spread. 

Our proxy is represented by the following Factor, based on the reciprocal of time 
to maturity: 

1
(𝑇 − 𝑡)

 

Being T the expiration date and t the date of assessment. 

One of the methods for pricing securities consists in discounting to time zero, the 
security’s future cash flows. For example the price of a Bond is the present value 
of its coupons and principal. The notion of Present Value is a function of time and 
interest rate in the market, and is the foundation of pricing. Following the role of 
a bond’s maturity as a discount factor, we have defined the above mentioned 
proxy for measuring the impact of the number of days remaining to maturity over 
the indicative spread, by resembling a discount factor. 

5. BB- Bonds Index: We have chosen the Credit Suisse’s high yield II Index as a good 
proxy for evaluating the benchmark that investors use when comparing the 
spread of Cat Bonds against other low rated securities. Following Braun (2012), 
who explains the importance of capturing the influence of the corporate bond 
market in the Cat Bonds behavior, since “the vast majority of Cat Bonds exhibit a 
BB rating” we expect this index to be a relevant driver of the spread of Cat Bonds 
in the secondary market. 
 

6. Interest Rate: The general notion of interest rate that affects the price of bonds, 
and the direct impact on Cat bonds coupons of floating rate securities, lead us to 
consider a risk free interest rate as a price determinant in the secondary market. 
Our proxy is the 3-month US dollar denominated Libor correspondent to every 
quarter under assessment. 
 

7. Swiss Re Cat Bond Total Return Index (SCATTRR): The reinsurer Swiss Re has 
develop an index to track the total rate of return for a basket of outstanding USD 
denominated Cat Bonds, priced by them. It is one of the most used proxies to 
understand the performance of Cat bonds price movements in the secondary 
market.  
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By definition of the former variables, the indicative spread has no influence on them, 
meeting one of the assumptions of panel data analysis: Strict Exogeneity. 

4. PRELIMINARY ASSESSMENTS 

Some of the explanatory variables previously defined (i.e. Spread at issue, Expected Loss, 
and Credit Rating) are time invariant. The other variables are time variant, for which it 
becomes relevant to evaluate whether any of those is integrated, since our approach is 
developed for stationary series.   

We use the Levin, Lin & Chu Unit Root test for panel data, in order to evaluate stationarity. 
The test was run for the Indicative spread, Time to Maturity Factor, BB- Bond Index, Libor 
and SCATTRR, for which all p-values where smaller than 0.05, concluding all former series 
are stationary. 

Additionally, we made a prior assessment of Breusch-Pagan test, in order to determine 
whether there is unobserved heterogeneity, which would imply working with Panel Data 
instead of Ordinary least Squares (OLS). The F-statistic from the test yielded a p-value of 
0.000, and this allows us to conclude that Panel Data is the most convenient 
methodological approach. 

Now that we have concluded Panel Data is the best methodology for assessing our data, 
and after meeting its assumptions, we must now define which of the models (fixed Effects, 
Random Effects) will better suit our data. We use a Hausman test, which p-value resulted 
in 0.9993, leading us to conclude Random Effects as the preferred model for working the 
data.  

5. MULTIFACTOR SPREAD MODEL 

We run a Generalized Least Squares (GLS) regression for the data base constructed form 
81 registers. The 324 observations are set as panel data. We use a 5% confidence interval 
for identifying those variables with a significant impact in the spread of Cat Bonds. Later, 
we make an evaluation on whether the model is static or dynamic, in order to draw more 
accurate conclusions from the results obtained through the methodology applied under a 
hypothesis of static conditions. Finally, results are evaluated against the original values in 
order to conclude about the model fitness. We used the Stata software to run the 
regressions and perform further analysis. 

5.1. Model Specification 

The final expression for calculating the spread according to the results from the 
regressions is: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖 =  𝛼 + 𝛽𝑆𝑆𝑆𝑆𝑆𝑆 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑖 + 𝛽𝐸𝐸 ∗ 𝐸𝐸𝑖 + 𝛽𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 ∗ 𝑇𝑇𝑇 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 + 𝛽𝐻𝐻
∗ 𝐻𝐻𝑖𝑖 + 𝛽𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖 + 𝐶𝑖 +  𝑈𝑖𝑖  

Where: 

𝛼 = Constant 

𝑆𝑆𝑆𝑆𝑆𝑆𝑖= Initial spread at time of issuance of every bond 
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𝐸𝐸𝑖  = Expected loss probability attached to every bond. 

𝑇𝑇𝑇 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖  = Time to maturity factor for every bond in every period of time. 

𝐻𝐻𝑖𝑖 = High Yield Index corresponding to every observation 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖  = Swiss Re Cat Bond index return for every observation  

𝐶𝑖= Unobserved heterogeneity 

𝑈𝑖𝑖= Error 

 

Table 1: Determinants of the Spread for Cat Bonds in the Secondary Market

 
Source: Stata regressions results. 

The results in table 1 show 5 specific factors contributing to the indicative spread given by 
the market in any moment of the secondary market. The variable with the highest 
coefficient is the time to maturity factor, since as explained before; it has a direct relation 
in the pricing of Bonds. The coefficient is negative because of the definition of the factor 
(1/(T-t)), in which our proxy represents  the reciprocal of time to maturity. Therefore, the 
lower the factor, the longer days remain for the bond to expire, being higher the risk 
(maturity risk) and rising the spread.  

Regarding internal factors, the Initial Spread and Expected Loss are both significant with 
positive coefficients. Initial Spread is positive, since as mentioned, the higher the issuance 
rate, the higher the risk embedded by the bond, for which a higher perception of risk 
persists. Similarly, the higher the expected loss defined for every Cat Bond, the higher the 
spread in the secondary market. 

Credit rating and interest rate (i.e Libor) proved to be not significant in the secondary 
market. On a research led by Gomez and Carcamo (2014) in regards to the factors 
influencing the spread of Cat Bonds when first issued in the market, both of those factors 
proved to be relevant. Therefore, we conclude that factors like the Credit rating and 
interest rate only have a relevant role in the primary market, after which that risk 
information becomes reflected in the initial spread.  

In regards to the external factors, both the High Yield index and Cat Bond Index proved to 
be relevant in the indicative spread. High Yield Index has an inverse effect in the primary 
and secondary market, having a negative effect for the spread in the primary market 

Indicative Spread Coefficient Standard Error t-statistic Prob.

Constant 0.1679 0.0728 2.3100 0.0210
Spread at Issue 0.8669 0.0780 11.1200 0.0000
Expected Loss 0.3800 0.1595 2.3800 0.0170
Time to Maturity Factor -1.6966 0.5711 -2.9700 0.0030
High_Yield 0.0003 0.0001 2.4100 0.0160
SCATTRR -0.0023 0.0007 -3.1400 0.0020
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(Gomez and Carcamo 2014), and positive for the secondary market.  
 

In the former it worked as a benchmark for other securities with non-investment grade, 
for which a rise in the index (price) was translated in a fall in the interest rate for such 
securities. Therefore, following the resemblance to Cat Bonds, the spread at issue from 
these securities fell as well. In the secondary market the index also works as a benchmark, 
for comparing the attractiveness of Cat Bonds against other non-investment grade 
securities. Therefore, a rise in the index (price) reflects a fall in the indicative spread of 
these securities, which reflects a higher demand for those securities. Now, according to 
the definition of substitute goods, investors would be demanding less Cat Bonds, which 
will lower the price of Cat Bonds, raising their spread to maturity. 

Finally, the Swiss re Cat Bond total return index (SCARRTT) used as a proxy for the 
development of the secondary market of Cat Bonds, has a negative effect proving the 
lower the index (price), the higher the interest rate, which must be directly reflected on 
the yield of Cat Bonds. 

5.2. Fitness of the Regression Model 

The multifactor spread model for secondary spreads is now evaluated against the original 
indicative spreads, in order to conclude about the accuracy of the model and fit with the 
real data. Results proved and average absolute deviation of 1.75%. 

Figure 1: Original Indicative Spread Vs Estimated Spread 
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The model has a better adjustment for those Cat Bonds with lower expected loss, which 
are generally the ones trading at lower spreads. However, the spread in the secondary 
market of those Cat Bonds with a high expected Loss and a longer time to maturity, tends 
to have a very volatile behavior, for which our model tends to either under or 
overestimate the spread to maturity. 

Table 2: Descriptive Statistics for the deviation of the Modeled Indicative Spread Vs 
Original Spread 

 

Table 2 shows a clear relation of high deviations (above 6%), with higher initial spreads, 
Expected Loss and days to maturity. Future research can better focus on the particular 
performance of highly risk Cat Bonds, in order to better identify potential additional 
factors influencing the price perception of investors in the secondary market. 

5.3. Static Model Assessment 

Our hypothesis assumes that the indicative spread for each Cat Bond depends on the 
initial spread exclusively. However the question on whether the indicative spread on t is 
influenced by the indicative spread in t-1 arises. 

We therefore evaluate whether the model is static or dynamic, estimating the regression 
using the one-step GMM system estimator of Blundell-Bond.  

 

 

 

 

 

 

Deviation 0% - 1% 1%-2% 2%-6% >6%

Average Indicative Spread 6.44% 6.65% 8.41% 9.51%

Average Initial Spread 8.97% 8.18% 9.08% 11.83%

Average Expected Loss 2.46% 2.08% 2.39% 3.50%

Average Time to Maturity Factor 0.0017 0.0015 0.0020 0.0011

Number Observations 90 134 94 6

% Sample 28% 41% 29% 2%
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Table 3: Regression Output using GMM system estimator (Blundell-Bond) 

 
Source: Stata results from Blundell-Bond estimator 

From table 3 we can see that the variable L1, corresponding to the lagged indicative 
spread, has a p-value of 0.9, concluding our model is static and the results shown in the 
previous regression remain valid. 

6. CONCLUSIONS 

Previous authors exploring the dynamics of Cat Bonds’ spread in the secondary market 
have focused exclusively in the probability of occurrence of a catastrophic event. Those 
models fall short in providing a robust model for explaining the spread of Cat Bonds, 
arising therefore the need to widen the scope of factors impacting these securities. Our 
research seeks to satisfy that need by including 3 internal and 2 external variables, to 
design a multifactor spread model.  

Results suggest that 5 variables have a significant impact over the spread of Cat Bonds in 
the secondary market. Time to maturity was the most relevant factor, since it has a direct 
relation and high impact in the pricing of Bonds. However, other internal variables proved 
to be priced by investors, being the Spread at Issue and Expected Loss. Additionally, 
external factors like a benchmark with other non investment grade bonds, and the 
reinsurance index, tracking the total rate of return of a sample of Cat Bonds. 

Our proposed model shows to have a high accuracy on replicating the spread of Cat Bonds 
in the secondary market. Furthermore, unlike those of most authors, our model has a 
general application, relevant both for the P&C and Life market of Cat Bonds. Therefore, 
we have developed not only a pricing tool, but an insightful model for understanding the 
variables that directly affect the pricing dynamics of Cat Bonds, in order for investors to 
make sound decisions. 

Some areas for further research should focus in identifying additional factors impacting 
the spread of Cat Bonds in the secondary market, especially given the fact that these 
securities are relatively new, and their increasing attractiveness in financial market are 

Indicative Spread Coefficient Standard Error t-statistic Prob.

L1. 0.0584 0.5033 0.1200 0.9080

Constant -0.1677 0.2156 -0.7800 0.4370

Initial Spread 1.5726 1.0298 1.5300 0.1270

Expected Loss 2.0325 1.2391 1.6400 0.1010

Investment 3.1787 2.2984 1.3800 0.1670

Non Investment 0.3995 0.2888 1.3800 0.1670

Time to Maturity Factor 5.0873 4.6742 1.0900 0.2760

High_Yield Index 0.0003 0.0004 0.7300 0.4620

SCATTRR -0.0029 0.0014 -2.1600 0.0310
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continuously changing their dynamics and structure, to better fit the market players’ 
needs.   
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ABSTRACT  

As the 2008 banking disaster loomed banks increased their 
dividends and stock repurchase distributions to common 
shareholders dramatically. This unique time period provides a 
natural experimental setting to examine financial institutions' 
capital management strategies during periods of 
macroeconomic change. As the crisis loomed, we find that 
U.S. banks did not conserve cash but returned capital to 
investors at the same pace that they earned capital from 
operations. We also find that U.S. firms that accepted funds 
from the Capital Purchase Program (CPP) relative to non-CPP 
firms, returned a higher proportion of their available capital 
to shareholders in the periods leading up to the financial 
crisis. 

STOCK REPURCHASES AND FINANCIAL REFORM IN THE BANKING INDUSTRY 

1. INTRODUCTION 

The world economy is still recovering from the effects of the downfall of the financial 

industry. October 3rd, 2008 marked the beginning of the largest government bailout in 
history as President Bush signed the Emergency Economic Stabilization Act of 2008 
(EESA) into law. The EESA created the Troubled Asset Relief Program (TARP) which 
provided the United States Department of the Treasury (Treasury) with broad authority 
to administer $700 billion of taxpayer funds to bolster the capital position of the 
struggling financial institutions, thus reducing the uncertainty in the troubled capital and 
credit markets.  Ultimately, this controversial legislation resulted in a bailout of the 
banking system by the Treasury. The Capital Purchase Program (CPP), the largest 
program within TARP, authorized the Treasury to purchase up to $250 billion of senior 
preferred shares of qualifying U.S. controlled banks, savings associations, and certain 
saving and loan holding companies.  

In light of the failures within the financial services industry, we examine banks’ 
precipitating decisions and actions that expose some questionable capital management 
strategies. For example, many financial institutions (including those accepting CPP funds) 
continued returning cash to shareholders even after the banking industry began to feel 
repercussions from the deteriorating U.S. housing market in late 2006 and early 2007. As 
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default rates on subprime and adjustable rate mortgages (ARM) accelerated, banks did 
not appear to protect their capital positions, electing instead to maintain or increase cash 
distributions through share repurchase and dividend activities. In fact, 84% of 102 of the 
largest publicly traded US financial institutions repurchased their own stock in 2007, 
collectively returning $65.4 billion to their selling shareholders, double the $31.8 billion 
they spent on repurchases in 2004. Simultaneously, common dividend payments grew 
from $42.1 billion in 2004 to $59.7 billion in 2007. 

Between 2004 and 2007, the 61 sample firms which ultimately received $165.3 billion in 
CPP funds made dividend payments of $157.5 billion to common shareholders and spent 
an additional $164.2 billion for common share repurchases. While academics, regulators, 
and practitioners debate the optimal level and composition of bank capital, reducing 
common equity capital through share repurchases and dividend payments shifts risk 
from shareholders to deposit funds, governments and ultimately taxpayers, particularly 
in a time period of declining economic conditions.   No research to our knowledge 
specifically examines the relationship between the structure, magnitude, and timing of 
the banking industry’s cash payout policies and the inadequate level of capital during the 
financial crisis.1 As the financial industry increased its risk-taking activities and the 
complexity of its financial transactions in the four years leading up to the fall of 2008, it 
simultaneously reduced common equity capital and increased leverage by returning 
significant funds to shareholders through accelerating dividend payments and share 
repurchases activities, with most banks maintaining core capital ratings at or above the 
regulators’ “well-capitalized” levels. 

We find that much of the prior academic research on the motivations for share 
repurchase programs specifically excludes financial firms (Dittmar, 2000; Skinner, 2008).  
Given this limited prior research and the accelerating volumes of repurchases over our 
sample period, we first explore the motivations of the repurchasing activities between 
2004 and 2007 to see if previously studied theories (including free cash flows, signaling 
and undervaluation, capital structure, and employee stock options) describe the banking 
firms’ repurchasing behaviors.   We find that between 2004 and 2006, banks appear to 
exhibit behaviors consistent with these theories; however, in 2007, we document a 
significant shift in the motivations for repurchase activities. This payout activity in 2007 is 
inconsistent with economic motivations for share repurchases established in the 
academic literature and is particularly interesting since it occurs during the year 
preceding the height of the financial crisis but after the symptoms and warnings of the 
forthcoming problems were observable. 

This finding motivates us to examine whether higher firm cash disbursements to 
shareholders over this period put the institutions at risk for financial crisis. We use our 

                                                           

1 Acharya et. al. (2011) examine the relationship between dividends and bank capital of the largest 25 U.S. 
banking institutions; however, these authors do not consider share repurchases as a part of their study of 
bank capital. 
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unique dataset to examine and compare the impact of various forms of shareholder 
payouts on two measures of a firm’s capital position, Tier 1 capital, as reported to U.S. 
banking regulators, and a measure of equity capital we call the tangible common equity 
ratio (TCE ratio). 

Research has shown that CPP participants reported stronger financial performance than 
non-CPP firms, yet still held lower levels of capital preceding the fall of 2008 (Ng, Vasvari, 
and Wittenberg-Moerman, 2010). Although we recognize that a bank’s capital position is 
a function of a variety of strategic operating decisions including lending, investing, risk 
management, and capital management decisions, we focus on whether a firm’s decision 
to distribute cash through dividends and share repurchases increased the likelihood that 
it would participate in the CPP program.  We provide evidence of declining levels of 
capital over the years leading up to the financial crisis and purport that the economically 
inefficient levels of shareholder payouts left banks with insufficient capital to withstand 
the risk of the 2008 financial crisis despite maintaining “well-capitalized” Tier1 core 
capital levels.  Finally, in a regression analysis, we find that for every 1% of assets paid 
out in dividends or share repurchases, a firm’s tangible common equity ratio decreased 
by an annualized rate of 0.32% or 0.44%, respectively. 

This study is important for several reasons. First, we provide insight on the impact of 
shareholder payouts on banks’ capital adequacy in periods of declining economic 
conditions. Second, in response to the increasing worldwide discussion of the 
composition and adequate levels of bank equity capital, we examine how well two 
current measures of capital adequacy, the Tier 1 and tangible common equity ratios, 
captured the increased payout activities of our sample firms.  Although the liquidity crisis 
in 2008 was the result of both declining asset values and tightened credit markets, we 
provide evidence that firms returning higher proportions of tangible equity capital to 
their shareholders were more likely to accept infusions of capital from taxpayers.  
Following the financial crisis, capital returns to shareholders decreased significantly 
during 2009 and 2010, mostly due to the limitations imposed on CPP participants. 
However, in early 2011, several of the largest financial institutions, after receiving 
approval from the Federal Reserve, have once again increased capital payouts to 
shareholders. This paper provides important support for restrictions on all forms of 
capital payout activities.  

The remainder of this paper is organized as follows. The second section examines 
motivations for stock repurchases and dividend payments in the financial industry. In the 
third section we discuss the sample, research methodology, and results, while the forth 
section provides summary and concluding remarks. 

2. CAPITAL DISTRIBUTIONS THROUGH STOCK REPURCHASES AND DIVIDENDS 

Researchers have long examined the determinants of and changes in corporate payout 
policies as well as the substitutability between dividends and share repurchases.  Few of 
these studies, however, have included financial firms which not only must determine the 
most efficient means to return capital to shareholders but must also balance these 
payout policies against the capital requirements of their respective regulatory 
authorities.   
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2.1 Motivations for Share Repurchases 

The economic motivation for repurchasing shares in light of financial decline is unclear. 
Theory suggests that firms repurchase stock for a number of reasons: agency costs of 
free cash flows (Jensen, 1986), signaling and undervaluation (Vermaelen, 1981; 
Ikenberry, Lakonishok and Vermaelen, 1995;  Bhattacharya,1979; Vermaelen,1984; Miller 
and Rock,1985), capital structure (Dittmar, 2000; Bagwell and Shoven, 1988; Hovakimian, 
Opler and Titman, 2001),  tax consideration, and employee stock options (Fenn and 
Liang,  2001; Kahle, 2002), earnings management (Bens, Nagar, Skinner, and Wong, 2003;  
Hribar, Jenkins, and Johnson, 2006.  However, most of the prior research in repurchases 
excludes financial firms and there is limited research on the financial industry. 

For financial firms, the return of excess capital to shareholders may reduce the 
temptation of management to move to higher risk lending and investing activities. In her 
sample of publicly-traded and privately held financial institutions, Hirtle (2004) finds 
evidence suggesting that deployment of excess cash is a consideration for larger banks 
traded on major stock returns.  For banks, the relationship between share repurchases 
and leverage is relatively complex.  Banking firms tend to have less equity to total assets 
than non-financial firms and thus, have more financial leverage which is heavily weighted 
in short-term borrowings and demand deposits. As a result, a share repurchase 
transaction has a very different impact on a bank relative to non-financial firm. Smaller 
capital reserves provide greater  potential for profit; however, smaller levels also 
increases the risk of firm insolvency in periods of falling asset prices or other declining 
economic conditions.  Bank manager share repurchase programs are also subject to 
capital adequacy requirements set by regulators to maintain the safety and soundness of 
the bank.  Even so, much of the empirical and theoretical research of bank capital and 
optimal capital structure suggests that banks, like non-financial firms, act to optimize 
their capital structure such that capital regulations appear as a second order influence on 
this optimal capital structure. 

Berger, DeYoung, Flannery, Lee, and Oztekin (2008) report evidence that banks do 
appear to manage capital ratios to firm-specific target levels with share repurchases 
which are used to offset both capital issuances and earnings retained in periods of 
strong financial performance. During their 1992-2006 sample period, share 
repurchases significantly offset new share issuance and increases in retained earnings.  
However, since their sample period reflected a profitable period, their study does not 
provide information on how banks manage capital ratios in times of losses. 

2.2 Motivations for Dividends 

In his 1976 seminal paper, “The Dividend Puzzle,” Fischer Black questions why firms 
continue to pay dividends given the fact that dividend payments are value irrelevant and 
tax disadvantaged.  However, research finds that investors view dividends, particularly 
dividend initiations and increases, as credible signals of the quality, reduced risk, and 
expectations of future earnings and cash flows (see  Bhattacharya, 1979; Miller and Rock, 
1985; Healy and Palepu, 1988; Nissam and Ziv, 2001).  Further research suggests that 
investors like the monitoring and control function that dividends provide over managers, 
particularly for cash-rich, mature firms (Easterbrook, 1984; Jenson 1986).  Finally, the 
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catering and clientele theories of dividends indicate that certain characteristics of 
investors themselves, such as investor demand and tax status (Baker and Wurgler 2004; 
Li and Lie (2006); Allen, Bernardo, and Welch, 2000), drive a preference for investment 
dividend paying firms.    

Research has also examined the propensity to use share repurchases as a substitute for 
dividends. Grullon and Michaely (2002) document a decline in the growth of dividend 
payments while simultaneously finding that the volume of share repurchase activity has 
increased.  In their sample, mature firms are more likely to use excess capital to 
repurchase shares than increase dividends.  Again, however, the research on dividend 
payout policies often ignores the financial firms, and thus, our understanding of financial 
firm payout policies is limited. 

Since the market reacts positively to dividend initiations and strongly and negatively to 
dividend omissions, dividend policy is viewed as “sticky” as managers resist cuts in 
dividends out of concern the reductions may signal poor performance (DeAngelo, 
DeAngelo and Skinner, 1992; Brav et. al., 2005).  Perhaps because of this reluctance to 
cut dividends, Guay and Harford (2000) find that when increases in cash flows are viewed 
as temporary, managers are more likely to make share repurchases than increase 
dividends. For banks, Hirtle (1998) contends that the composition of shareholder 
payouts between dividends and repurchases is especially important as repurchases are 
easier to cut than dividend payments if earnings and cash are constrained and the bank 
needs to suddenly preserve capital to remain solvent.   

In the recent financial crisis, some conjecture that the reluctance to reduce dividends 
quickly in response to declining economic conditions more than likely increased the 
insolvency pressures the banks faced during the fall of 2008.  Acharya et al. (2011) find 
that their 2007 - 2009 sample of TARP participants paid dividends which amounted to 
45% of the capital they eventually received from the TARP program. 

3. Research Design 

In light of the financial crisis, the call for regulator focus on dividend and share repurchase 
activity is apparent. First, we examine the motivations for stock repurchases and dividend 
payments in the financial industry.  To understand the capital equity behavior of banks we 
then explore banking firms’ shareholder payouts in the years leading up to the financial 
crisis and capital levels.  This analysis is especially important given the strong negative 
response by the financial services industry when more stringent capital and liquidity 
standards were announced.  Empirical support for the additional information contained in 
the new regulations will help demonstrate the need to identify potential problems in the 
financial services industry before they reach a crisis level. 

3.1 Sample 

Our sample consists of large (market value of equity or total book assets in excess of $1.5 
billion) publicly traded banks listed on Compustat in 2006 with SIC codes 6000-6300. We 
exclude investment advisory firms, investment banks that are pure brokerage houses, 
firms that are market exchanges, personal credit institutions, subsidiaries primarily owned 
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by non-US banks, as well as any firm without lending activities.  Our final sample includes 
113 firms which we list in Exhibit 1. For each firm, we collect accounting information from 
Compustat, banking information from Compustat Bank, and share repurchase program 
and monthly share repurchase information directly from the relevant 10-Q and 10-K 
filings beginning in 2004, the first year the data is available. 

Table 1 provides summary statistics for our sample for the 2006 sample selection year. 
Consistent with our choice of large firms in excess of $1.5 billion of assets, the mean asset 
value for our sample is $120.6 billion while the mean market value is $16.5 billion. We 
note a discernible difference between the mean and median firms indicating that 
although our sample is constrained to the largest U.S. banking firms, a few of the largest 
banks dominate our sample means. Thus, we subdivide our sample to parse out the very 
largest firms. We define Large Firms as those reporting a market value of equity greater 

than or equal to the 85th percentile and Other Firms as those below the 85th percentile 
of the New York Stock Exchange (NYSE) traded firms. We find that the 28 Large Firms 
report larger assets (p<0.01) and market value of equity (p<0.01) than the 85 other firms. 

Consistent with interest in capital adequacy measures, we report two measures of capital 
strength, the Tier 1 capital ratio, defined as core equity to risk weighted assets, and the 
tangible common equity ratio (TCE Ratio), defined as common equity less intangible 
assets to tangible assets. While both measures presumably capture a firm’s ability to 
remain solvent in the face of declining asset values or deteriorating economic conditions, 
the former is a regulatory reporting ratio and includes common stock and some 
preferred equity and hybrid debt securities. Since the TCE Ratio excludes intangible 
assets, which hold little liquidity value in adverse economic conditions, some in the 
financial services industry claim that the TCE Ratio is an “acid” test of a bank’s capital 
position and financial strength to weather a declining economy as it provides a more 
stringent liquidity measure. For banks with available date, the mean (median) Tier 1 ratio 
is 9.93% (9.77%), well above the 6% benchmark considered “well capitalized.”  We also 
note that our Large Firms report a lower capital buffer in both of our measures than the 
other firms (p<0.01) which is consistent with prior banking studies that find that the 
larger, more well-diversified institutions hold less capital. 

Table 2 reports on the sample firms’ shareholder payouts from 2004 and 2007 in gross 
terms as well as relative to shares outstanding, capital, and earnings. While total payouts 
increased over the time period, mean (median) share repurchases more than doubled 
(quadrupled) from $312.1 million ($12.8 million) in 2004 to $656.8 million ($63.2 million) 
in 2007. The pace of share repurchases accelerates considerably in 2007 as the median 
sample firm repurchased over 3.1% of the shares outstanding at an amount that 
comprised nearly 9% of the tangible common equity. The proportion of dividends paid 
out remained fairly consistent over the sample period. Through a combination of 
dividends and repurchases, the median firm increased its payout to shareholders from 
59% of 2004 earnings to over 90% of 2007 earnings.  The increase over 2006 levels is 
dramatic as median total payouts to income jumped from 57.9% to 90.1% and 
repurchases as a proportion of TCE increased from 1.9% to 7.4%. 
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Given the increasing volume of share repurchase activities and proportion of capital 
spent on common stock repurchases between 2004 and 2007, we first consider the 
motivations for financial firms to return capital through share repurchases. We follow a 
methodology similar to Dittmar’s (2000) study of non-financial firms and include 
variables to proxy for firms’ motivations for share repurchases including the agency costs 
of free cash flows, signaling and undervaluation, capital structure, and employee stock 
options in our model. 

RPt = α0 + β1 Adj Rett-1 + β2 MBt-1 + β3 Casht-1 + β4 FCFt + β5 Div Payout t + β6 TCE 
Ratiot-1 + 

β7 Optionst + β8 Sizet-1 + εt 

Given our hand collected data, we construct our dependent variable, RP, as the exact 
percentage of common shares repurchased to shares outstanding at the beginning of the 
year. We elect to use shares repurchased to shares outstanding rather than the market 
value of shares repurchased to market value of equity as the former is less affected by 
changes in the market value of a firm’s stock and represents the volume of share 
repurchase activity conducted by the firm. 

We include variables in our model to examine existing motivations for share repurchases 
discussed above. The undervaluation hypothesis suggests that when information 
asymmetry exists, managers, with their inside knowledge of the firm can signal this 
information to the market through share repurchase activities. Ofer and Thakor (1987) 
show that managers choose stock repurchases over dividends when the undervaluation 
is more significant. We include a measure of past stock price performance. Adj Ret is the 
CRSP value-weighted adjusted annual buy and hold return of each bank measured over 
the preceding fiscal year, and we expect a negative coefficient as firms are more likely to 
repurchase stock when it is viewed as undervalued. In addition, the findings of 
Lakonishok, Shleifer, and Vishny (1994) suggest that low market to book value may lead 
managers to engage in repurchase activity to mitigate potential undervaluation; thus, we 
expect a negative coefficient on MB. 

To examine whether the decision to repurchase stock is positively related to excess cash, 
we include cash holdings at the beginning of the year (Cash) and cash flow generated 
during the year (FCF) in our model. After controlling for investment opportunities proxied 
by market to book value of equity (MB) and given that banks should use repurchases as a 
way to distribute excess capital to investors, we expect to find a positive and significant 
relation between share repurchases and our excess cash measures. 

We also control for dividend payouts (Div Payout) since management may use either 
dividends or share repurchases to distribute excess cash flows. Dittmar’s (2000) and 
Skinner’s (2008) find that share repurchases are not dividend substitutes and instead 
suggest that firms use both dividends and share repurchases to return capital to 
investors. 

As discussed above, financial firms manage their capital cushions in light of future 
expected economic opportunities, regulatory requirements, and management’s 
subjective assessment of risk exposure and future need for outside funding. Banks should 
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only repurchase stock when they find they have excess capital and limited alternative 
investment opportunities.  Thus, we include tangible common equity ratio, TCE Ratio, as a 
measure of a bank’s capital and expect a positive relationship between the TCE Ratio and 
share repurchase transactions. 

Finally, we consider the stock option compensation hypothesis which suggests that stock 
options may motivate managers to repurchase stock to meet the demands of stock 
compensation redemptions while mitigating the effect of stock dilution. We include a 
measure of options exercised during the current year to shares outstanding at the 
beginning of the year, Options, to test this hypothesis and expect a positive coefficient. 
Consistent with prior research, we also include Size, measured as the percentile of the 
firm’s market value to the NYSE at the end of the prior year, as a control variable.  

Table 3 presents descriptive statistics and the Pearson and Spearman correlations for our 
2004-2007 sample firms for which regression data is available.  We partition the data 
based on whether or not the firm repurchased shares. We find that repurchasers are 
significantly larger (median size 0.65 vs. 0.40) and have a higher dividend payout ratio 
(median 0.46 vs. 0.32) As predicted, repurchases are positively and significantly 
associated with cash and free cash flow as well as options, and negatively related to prior 
period returns and the market to book ratio; these results lend support for the free cash 
flow, undervaluation, and stock option hypotheses. Surprisingly, we find no significance 
between our measure of regulatory capital, TCE Ratio, and repurchases. 

3.2.2. Empirical Results 

Results from estimating the tobit model for 403 firm year observations with available data 
are provided in Table 4, Panel A, models 1-3.  In model 1-3, our findings are consistent 
with employee stock options hypothesis as the coefficient on Options is positive and 
significant (p<0.01) across all models. The coefficients on Cash and TCE Ratio are positive 
and significant (p< 0.01) which suggest that firms make share repurchases when they have 
the excess cash and capital available. Finally, MB and Adj. Ret are negative and but not 
always significant suggesting mixed support for the undervaluation hypothesis. As noted 
earlier, we observe an upward trend of repurchases over time, both in volume and in 
relation to capital and earnings, despite increased financial challenges within the banking 
industry, and we question whether there is a shift in the motivation for share repurchases 
around 2007 (See Table 2). For this reason, we test for a structural shift in the share 
repurchase behavior of our sample firms, both by the inclusion of an indicator variable for 
2007 in Models 2 - 3 and a size interaction with 2007 in Model 3 , as our results also 
appear to indicate a change in behavior of the Other Firms around this time. We find that 
not only is the 2007 indicator variable positive and significant across models (p<0.01), but 
statistical comparisons indicate the coefficient is also larger than that of either the 2006 
(p<0.00) and 2005 (p<0.00) indicator variables.  This finding suggests that, even after 
controlling for the motivations for repurchasing activities, banks made higher volumes of 
share repurchases in 2007 than in the prior years. Further statistical comparisons of the 
combined size coefficient (Size*2007 + Size) indicate that in 2007, unlike in the prior years, 
repurchasing firms were significantly smaller (p<0.00) sized banks. 
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Finally, in Model 4, we limit our sample to the 286 firm year observations with non-zero 
repurchases to examine how the firm characteristics influence the volume of shares 
repurchased. Results are similar to the full sample except we now find a negative and 
significant (p<0.01) relation between Div Payout and percent of repurchases indicating 
that firms with higher dividend payouts repurchase less shares. We also find positive and 
significant coefficients on the yearly indicators indicating a rising proportion of shares 
repurchased over time. Interestingly, cash levels are not related to the volume of shares 
repurchased. 

Table 4, Panel B reports the results of running our model annually for the sample firms, 
similar to Dittmar (2000). Running the regressions separately allows us to examine 
whether the motivations for repurchasing activity remain consistent over the sample 
period or change across the years, although we acknowledge that the models will suffer 
reduced power given the smaller sample sizes. For each year 2004 – 2006, the positive 
and significant (p<0.01) coefficients on Options and Size remain, indicating that large 
firms and firms with high levels of option exercises are more likely to repurchase stock. 
The TCE Ratio is significant (p< 0.04) in every year other than 2006 while the Adj. Ret. 
and Cash are not statistically significant in any model. 

We observe interesting differences for 2007. Overall, we note a remarkable decline in 

the 2007 model’s overall predictive ability as the pseudo R2, which ranged from 0.23 
to 0.27 between 2004 and 2006, drops to 0.05 in 2007, suggesting that the model of 
traditional share repurchase motivations does not fit the banking firms in 2007 as well 
as it did in prior years. We also find no evidence that the volume of 2007 share 
repurchases are driven by size, prior period stock performance, cash, market to book, 
or employee stock compensation redemptions. This non-significance is particularly 
surprising for stock options as we find the coefficient on this variable is positive and 
significant in all previous models (Table 4, Panels A and B). We interpret the results in 
Table 4, Panel B, particularly the declining model fit, as behavior inconsistent with 
efficient capital management motivations for share repurchase activities of banks in 
2007.   This is particularly important given that indicators of financial problems such 
as the accelerating default rate on subprime mortgages were known during this time 
period and by August 2007 at the latest.  The results in Panel B could suggest that 
financial institutions elected to payout excess cash to their shareholders in an effort 
to perhaps maintain a market for their own shares, rather than conserve capital in 
anticipation of future needs.  If a macro-prudential approach to regulation is enacted, 
then regulators would have the structure in place to require additional capital is 
maintained when indicators warrant such action. 

3.3 Tangible Equity Ratios, Firm Payout Policies and the Capital Purchase Program (CPP) 

Given incidences of credit freezes in the market as early as August of 2006 when the first 
subprime mortgage companies failed, share repurchases made in 2007 could have had 
the dual effect of reducing capital below an optimal level and increasing firm risk, making 
it more difficult for a bank to make future capital issues in the public and private markets. 
In this section, we examine whether the financial institutions’ payout policies prior to the 
crisis increased the probability the bank would participate in the CPP program. While 
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other studies have addressed the financial crisis and evaluated the success of the CPP 
program (Bayazitova and Shivdasani, 2009; Veronesi and Zingales, 2010), research has 
not yet examined the association between the banking firms’ shareholder payouts in the 
years leading up to the financial crisis and capital levels. 

At the inception of the CPP program in October of 2008, 87 of our initial 113 sample 
firms remained viable and eligible to apply for the government-supplied capital. Of 
these firms,61 applied for and received CPP funds (CPP Firms). Four other banks, which 
applied for CPP funds, either withdrew their applications or were not strong enough to 
qualify and are included in the 26 non-CPP sample firms.  We compare the common 
shareholder capital payouts between these two groups of firms to determine whether 
the CPP firms distributed capital to shareholders at higher levels in the years preceding 
the financial crisis. 

Table 5 shows a comparison of the CPP and non-CPP firms in the 20 quarters preceding 
the financial crisis and the four quarters of 2008. The first column shows the mean and 
median total capital payout, including common stock dividends and share repurchases to 
prior quarter assets for the 24 quarter sample period. For both groups of firms, the 
median firm increased its total capital distribution in 2007 and, due to declining asset 
values and sustained capital payouts, hit a peak between the second and third quarters 
of 2007, well after the signs of deteriorating economic conditions in the financial 
industry became apparent.  Both the median CPP and non- CPP firm returned a 
significant amount (18 -33%) of the quarters’ beginning assets to shareholders. Median 
dividends to assets are significantly lower for non-CPP participants over all quarters 
through 2007. Tier 1 ratios are significantly lower for CPP participants in most quarters 
and remain above the “well-capitalized” level throughout the sample period.  We also 
find significantly lower and declining levels of the TCE ratio for firms accepting CPP funds. 

This median TCE ratio for CPP firms falls below 6% as early as Q1 2006 and remains below 
6% through the end of 2008 as the CPP distributions from the U.S. government did not 
increase tangible common equity. This finding is consistent with Ng, et. al. (2010) who 
find that CPP participants, though appearing financially healthier than non CPP 
participants, faced greater liquidity needs.  It is interesting to note that the difference in 
TCE ratio between the CPP and non-CPP firms is consistently more significant than the 
difference in Tier 1 capital. Banks appear to manage their regulatory ratios and 
consistently have a cushion or a target Tier 1 capital ratio in excess of regulatory 
requirements. However, the quality of the equity capital in terms of liquidity may be 
better measured by the TCE ratio which is different between the two groups of firms, 
particularly after 2005. This finding suggests there is different information available to 
regulators obtained by separately monitoring these two capital adequacy measures. 

Overall, the results in Table 5 indicate that in the years leading up to 2008, both the CPP 
and non-CPP firms returned a high proportion of available capital to their investors. The 
CPP firms appear to weaken their tangible assets and their ability to absorb losses (as 
measured by the TCE ratio) more than the non-CPP firms, and much of this regulatory 
capital was later replenished by the government and taxpayers. 



Journal of Business, Economics & Finance (2014), Vol.3 (2)           Banyi, Porter and  Williams, 2014 

269 

 

This finding and the move by regulators to more conservative capital adequacy 
measures along with the Basel III emphasis on tangible common equity leads us to test 
the impact of time, performance, and capital payout decisions on the TCE ratio.  For 
these tests, we consider three separate samples:  a full sample of banking firms with all 
available regression variables; a sample of CPP firms or firms that were eligible to apply 
for CPP funding in the fall of 2008; and a sample of “other firms” which excludes the 
largest, more well-diversified banks which tend to hold lower levels of capital. The 
descriptive statistics for each of these samples is reported in Table 6.  Consistent with 
the results in Table 5, we observe a decrease in the TCE ratio over the 2004-2007 time 
periods in each of our samples although this decline appears smaller for the smaller 
banks.  Correlations indicate that changes in quarterly TCE ratios  are related to 
repurchases, loan growth, and operating performance. 

We regress the change in TCE on measures of time, performance and capital payout 
decisions for all quarterly observations with available data over the 2004-2007 time 
period for each of our samples. We choose this model to be consistent with the capital 
structure literature which suggests that cash flows, growth, leverage, and risk are 
determinants of equity capital targets. We use the following model 

∆TCE ratioq = α0 + β1 TCE ratioq-1 + β2 Sizeq-1 + β3 Divq + β4 RPq + β5 ∆NPATq + β6 
Loan 

Growthq + β7 EBTPq + β8 MBq-1  +  εt 

where 

∆TCE ratioq  is the percentage change in the TCE ratio from the beginning to the end of 
the quarter. TCE ratioq-1 is the TCE ratio at the end of the prior quarter and is included to 
ensure that 

∆TCE ratioq captures capital changes with regard to the prior capital position. Size is the 
French break point related to the NYSE market percentile measured at the end of the 
prior quarter. Dividends (DIV) and repurchases (RP) during the quarter are divided by 
total assets at the end of the prior quarter and  ∆NPAT is the percentage change in non-
performing assets over the quarter. LoanGrowth is the percentage change in the ratio of 
net loans to total assets from the beginning to the end of the quarter. EBTP is quarterly 
pretax earnings before the provision for loan losses divided by the average assets for 
the quarter.   MB is the market to book ratio measured at the end of the prior quarter 
and measures the ability for a firm to raise capital in the market.  We also include year 
fixed effects, quarterly indicator variables to capture any seasonality, and Newey and 
West standard errors (lag 5) to correct for serial correlation in our observations. 

The results are reported in Table 7. The coefficients on dividends and repurchases are 
negative and significant (p < 0.001) after controlling for current operations and time 
which is consistent with the mechanical impact the capital payouts have on tangible 
common equity. Operational performance, EBTP, has a positive and significant impact on 
TCE (p<0.001) as mechanically a bank’s earnings increase its equity position. Statistical 
comparisons of the capital distribution variables (Div + RP) and the operational 
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performance (EBTP) coefficients are insignificant which appear to indicate that over this 
time period firms returned capital to common shareholders at the same pace they earned 
it from operations, a result not surprising given the mean payout percentage of net 
income in excess of 90% reported in Table 2.  We also compare the coefficients on Div and 
RP and find they are indistinguishable indicating the capital payouts in the form of 
dividends have a similar impact on TCE as share repurchases, a finding which supports 
regulators’ recent policies to simultaneously consider the impact of share repurchases 
and dividends upon a banks internal capital planning. 

Among our samples, it appears that the prior tangible common equity position had the 
most impact  on the non-large banks.  For these firms, larger declines in the TCE ratio 
are noted for firms with higher starting capital positions. Although the full and CPP 
samples also report negative coefficients on TCE Ratio, these coefficients are less 
negative and mildly significant. Additionally, the changes in tangible equity are more 
(negatively) affected by changes in the quality of the bank’s assets as noted by the 
negative and significant (p<0.03) coefficient on ∆NPAT, a result which is not noted 
when the larger banks are included. 

Finally, we note the change in the TCE ratio is positive and significant in the third quarter 
perhaps reflecting the cyclical nature of the lending markets. In addition, while we note 
an overall decline in the TCE ratio in our sample period, we find a positive and significant 
increase in 2006, the year before the symptoms of the mortgage crisis began to appear 
and a year of a high volume of mortgage activities.  Interestingly, the positive and 
significant coefficient on 2006 is not noted when the large banks are excluded perhaps 
indicating a systemic impact in that year that only affected the largest banks. 

4. SUMMARY AND CONCLUSION 

This paper adds to the literature that examines the multiple factors that contributed to 
the financial crisis. We provide evidence that financial institutions share the excess cash, 
undervaluation, and stock compensation motivations for share repurchase programs as 
their non- financial counterparts. However, for 2007, we find that these common and 
economically efficient share repurchase motivations are only weakly descriptive of the 
share repurchase behaviors of our sample of banking firms. We note increasing dividend 
and share repurchase payments between 2004 and 2007, in relation to both reported 
earnings and equity capital, and particularly large volume increase in shares repurchased 
between 2006 and 2007. Given this increased share repurchase activity in a market of 
known economic deterioration and declining stock prices, we question whether the 
banking firms engaged in share repurchase activities in an attempt to bolster their falling 
stock prices.   We also examine whether the level of shareholder payouts (both 
repurchases and dividends) during the years 2004-2007 increased the probability of a 
firm’s eventual participation in the CPP. The 59 sample firms that participated in the CPP 
returned more capital to common shareholders between 2004 and 2007 than the capital 
infusions they eventually received under the CPP. In fact, we provide strong evidence 
that firms which paid out higher proportions of tangible equity capital between 2004 and 
2007 in the form of share repurchases and dividend payments, were more likely to 
receive CPP capital infusions. 
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While there is much academic and political discussion about the success of the CPP 
program and TARP in general, one measure of success, increased confidence in the 
financial markets, is difficult to quantify.  While we acknowledge that this study 
contributes to one small piece in the analysis of the causes and consequences of the 
financial crises, we believe that we have highlighted the need for financial regulators to 
consider all facets of a firm’s capital payout program and the effect on the bank’s capital 
position as the various regulators continue to draft new financial regulations. The impact 
of payout policies, including both share repurchases and dividends, for financial 
institutions need consideration as the legislation is implemented. Equally important will 
be the development of consistent definitions and appropriate measures of Tier 1 and TCE 
ratios. 
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Exhibit 1 – Sample Firms 
 

1 Accredited Home Lenders 59 JP Morgan Chase & Co. 

2 Alabama National Bancorporation 60 Keycorp 
3 Amcore Financial Inc. 61 Lehman Brothers Holding 
4 Associated Banc-Corp 62 M&T Bank Corp 
5 Astoria Financial Corp. 63 MAF Bancorp Inc. 
6 Bancorpsouth Inc. 64 Marshall & Ilsley Corp. 
7 Bank of America Corp 65 MB Financial Inc. 
8 Bank of Hawaii Corp. 66 Mercantile Bankshares Corp. 
9 Bank of New York Mellon 67 Merrill Lynch & Co. Inc. 

10 Bankatlantic Bancorp 68 Morgan Stanley 
11 Bankunited Financial Corp. 69 National City Corp. 
12 BB&T Corp. 70 National Pen Bancshare 
13 Bear Stearns Companies 71 NBT Bancorp Inc. 
14 BFC Financial Corp. 72 New York Community Bancorp 
15 BOK Financial 73 Newalliance Bancshares 
16 Boston Private Financial Holdings 74 Northern Trust Corp. 
17 Capitol Federal Financial 75 Northwest Bancorp Inc. 
18 Cathay General Bancorp 76 Old National Bancorp 
19 Central Pacific Financial Corp. 77 Pacific Capital Bancorp. 
20 Chittenden Corp. 78 Pacwest Bancorp 
21 Citigroup Inc. 79 Park National Corp. 
22 Citizens Republic Bancorporation 80 PNC Financial Services Group 
23 City National Corp 81 Popular Inc. 
24 Colonial Bancgroup 82 Provident Bankshares Co. 
25 Comerica Inc. 83 Provident Financial Services Inc. 
26 Commerce Bancorp Inc. 84 Regions Financial Corp. 
27 Compass Bancshares Inc. 85 Signature Bank (NY)\ 
28 Corus Bankshares Inc. 86 SKY Financial Group Inc. 
29 Countrywide Financial Corp. 87 South Financial Group Inc. 
30 Cullen/Frost Bankers Inc. 88 Sovereign Bancorp Inc. 
31 CVB Financial Corp. 89 Sterling Financial Corp. 
32 Delta Financial Corp. 90 Suntrust Banks Inc. 
33 Downey Financial Corp. 91 Susquehanna Bancshares 
34 East West Bancorp Inc. 92 SVB Financial Group 
35 Fannie Mae 93 Synovus Financial Corp. 
36 First Citizens Bancshares 94 TCF Financial Corp. 
37 First Commonwealth Financial Corp. 95 Trustmark Corp. 
38 First Horizon National 96 U.S. Bancorp 
39 First Midwest Bancorp. Inc. 97 UCBH Holdings Inc. 
40 First Niagara Financial 98 UMB Financial corp. 
41 Firstfed Financial Corp. 99 Umpqua Holdings corop. 
42 Firstmerit Corp 100 Unionbancal Corp. 
43 Fifth Third Bancorp 101 United Bankshares Inc. 
44 Flagstar Bancorp Inc. 102 United Community Banks 
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45 FNB Corp. 103 Valley National Bancorp 
46 Franklin Bank Corp. 104 Wachovia Corp. 
47 Fremont General Corp. 105 Washington Federal Inc. 
48 Fulton Financial Corp. 106 Washington Mutual Inc. 
49 Goldman Sachs Group Inc. 107 Webster Financial Corp. 
50 Greater Bay Bancorp 108 Wells Fargo & Co. 
51 Hancock Holding Co. 109 Westamerica Bancorporation 
52 Hudson City Bancorp Inc. 110 Whitney Holding Corp. 
53 Huntington Bancshares 111 Wilmington Trust Corp 
54 Indymac Bancorp Inc. 112 Wintrust Financial Corp. 
55 International Bancshares Corp. 113 Zions Bancorporation 
56 Investors Bancorp Inc.   
57 Investors Financial Services   
58 Irwin Financial Corp.   

 Large firms indicated in bold print.   
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Table 1 - Descriptive statistics of sample for selection year 2006 
  

   
N 

 
All Firms 

 
N 

 
Large Firms 

 
N 

 
Other Firms 

Assets Mean 113 120,631 28 444,643   *** 85 13,898 

 Median  12,891  191,074   ***  9,828 

 
MVE 

 
Mean 

 
113 

 
16,461 

 
28 

 

59,112   *** 

85 2,412 

 Median  2,151  28,532   ***  1,709 

 
Tier 1 Ratio 

 
Mean 

 
101 

 
9.933 

 
20 

 

8.544 *** 

 
81 

 
10.276 

 Median  9.770  8.515 ***  9.900 

 
TCE Ratio 

 
Mean 

 
113 

 
6.340 

 
28 

 

4.974 *** 

 
85 

 
6.790 

 Median  6.311  4.830 ***  6.480 

 
Return on TCE 

 
Mean 

 
113 

 
0.196 

 
28 

 
0.248 

 
85 

 
0.179 

 Median  0.196  0.268 ***  0.173 

 
Market to Book 

 
Mean 

 
113 

 
1.992 

 
28 

 
2.075 

 
85 

 
1.965 

 Median  1.912  2.004  1.855 

Assets is the book value of assets measured as of the end of 2006 (millions); MVE is the market value of 
common stock outstanding, measured as of the end of the fiscal year 2006 (millions); Tier 1 Ratio is the tier 
1 capital ratio calculated according to FDIC and OTC thrift rules and reported during the fourth quarter of 
fiscal 2006 (percent); TCE Ratio is calculated as tangible common equity divided by tangible assets as of the 
end of fiscal 2006 (percent); Return on TCE is fiscal 2006 net income divided by average common tangible 
equity; Market to Book is the ratio of the market value of common equity divided by the book value of 
common equity. Large Firms are defined as having a fiscal 2006 market value of equity of at least the 85th 
percentile of the NYSE while Other Firms have a fiscal 2006 market value of equity of less than then 85th 
percentile of the NYSE. *** and ** indicate a 0.01 and 0.05 difference respectively between the large firms 
and other firms using a two sample mean test and Wilcoxon sum rank tests of the medians. 
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0.0303 ***
 0.1022 **

 0.4104 0.8234 *
 0.0853 

0.0242 ***
 0.0794 **

 0.4271 0.7786 ***
 0.0156 

0.0405 ***
 0.1208 ***

 0.4136 0.9324 -0.0017 **
 

0.0330 ***
 0.1092 ***

 0.4636 0.9412 ***
 -0.0100 **

 

0.0453 ***
 0.1457 ***

 0.4094 0.9648 ***
 0.0260 

0.0389 ***
 0.1238 ***

 0.4562 0.9374 ***
 -0.0077 **

 

0.0453 *
 0.1245 0.4487 0.9453 0.0187 

0.0414 **
 0.1343 **

 0.4663 0.8994 -0.0028 

 

Table 2:  Descriptive Statististics of firm payouts 2004 - 2007 
 

 
Panel 

 
A - All Firms 

 
N 

 
$ DIV 

 
$ RP 

 
% RP 

 
RP / TCE 

 
DIV / NI 

 
PO / NI 

% Change 
CSOS 

2004 - Mean 112 379.7 312.1 0.0172 0.0351 0.3952 0.6700 0.0643 
 - Median  52.0 12.8 0.0091 0.0273 0.4150 0.5859 0.0119 

2005 - Mean 112 423.9 561.1 0.0220 0.0649 0.4284 1.0519 0.0181 

 - Median  54.3 23.9 0.0114 0.0328 0.4108 0.6481 0.0033 

2006 - Mean 113 472.7 681.1 0.0242 0.0732 0.3960 0.7171 0.0450 

 - Median  56.0 28.0 0.0140 0.0387 0.4315 0.7080 0.0064 

2007 - Mean 102 584.7 656.8 0.0360 0.0941 0.4477 1.0092 0.0125 

 - Median  75.5 63.2 0.0315 0.0848 0.4597 0.9004 -0.0090 

          

Panel B - Large Firms                          N              $ DIV  $ RP  % RP  RP / TCE  DIV / NI  PO / NI           % Change CSOS 
 

2004 - Mean  31 1,258.2  ***  1,062.9  ***
 

 - Median   565.0  ***  530.8  ***
 

2005 - Mean  30 1,446.0  ***  2,001.1  ***
 

 - Median   609.0  ***  537.5  ***
 

2006 - Mean  28 1,731.5  ***  2,625.7  ***
 

 - Median   879.8  ***  968.2  ***
 

2007 - Mean  29 1,892.8  ***  2,207.3  ***
 

 - Median   914.0  ***  1,098.3  ***
 

 

 
Panel 

 

 
C - Other Firms 

 

 
N 

  

 
$ DIV 

 

 
$ RP 

 

 
% RP 

 

 
RP / TCE 

 

 
DIV / NI 

 

 
PO / NI 

% Change 
CSOS 

2004 - Mean  80 43.5 24.7 0.0121 0.0095 0.3894 0.6105 0.0561 
 - Median   34.8 4.6 0.0043 0.0065 0.4135 0.4879 0.0118 

2005 - Mean  82 49.9 34.3 0.0153 0.0444 0.4338 1.0957 0.0253 

 - Median   39.2 9.1 0.0065 0.0193 0.4083 0.5355 0.0056 

2006 - Mean  85 58.1 40.5 0.0171 0.0493 0.3916 0.6356 0.0513 

 - Median   41.5 12.4 0.0066 0.0189 0.4218 0.5791 0.0096 

2007 - Mean  73 65.0 57.3 0.0324 0.0824 0.4473 1.0347 0.0100 

 - Median   47.4 40.0 0.0300 0.0746 0.4567 0.9013 -0.0106 

$ DIV is common dividends paid during the year (millions); $RP is the total value of share repurchases and shares accepted in lieu of employee stock exercise prices and other tax withholdings for employee stock 
compensation redemptions (millions); % RP is the number of shares repurchased during the year to common shares outstanding at the end of the prior year; RP / TCE is the dollar amout of shares repurchased to 
tangible common equity measured at the end of the prior fiscal year; DIV / NI is common dividends t divided by income available to common shareholders at t-1; PO / NI is total payouts to common shareholders 
(dividends plus share repurchases) divided by net income available to common shareholders at t-1 ; is net income divided by average assets. % Change CSOS is the percentage reduction in common shares 
outstanding between t-1 and t.  A firm is considered a large firm if its market value of equity at the end of the prior year is at least in the 85 percentile of the NYSE. . ***,  **, and * indicate a 0.01, 0.05, and 0.10 
difference respectively between the large firms and other firms using a two sample means test and Wilcoxon sum rank tests of the medians. 
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Table 3:  Characteristics of Repurchasing Firms 

Panel A:  Descriptive Statistics 
 

 Full Sample 
N 

    
   Mean 

 
    Median 

 
       N 

Repurchasers 
    Mean 

 
      Median 

 
    N 

No Repurchases 
Mean    Median 

RP 403 0.0233 0.0133 286 0.0329 ***
 0.0285 ***

 117 0.0000 0.0000 
Size 403 0.5975 0.5500 286 0.6505 ***

 0.6500 ***
 117 0.4679 0.4000 

Adj. Ret 403 -0.1114 -0.0910 286 -0.1254 **
 -0.0972 **

 117 -0.0771 -0.0757 
Cash 403 0.0565 0.0318 286 0.0644 ***

 0.0327 ***
 117 0.0373 0.0280 

Options 403 0.0125 0.0090 286 0.0125 0.0091 117 0.0126 0.0090 
Div. Payout 403 0.4100 0.4267 286 0.4446 **

 0.4590 ***
 117 0.3253 0.3204 

MB 403 2.1874 2.0662 286 2.1914 2.0656 117 2.1776 2.0662 
TCE Ratio 403 0.0639 0.0619 286 0.0653 *

 0.0627 117 0.0605 0.0602 
FCF 403 0.0206 0.0177 286 0.0192 **

 0.0173 117 0.0240 0.0179 

 
Panel B:  Pearson Correlation Coefficients 

 
  

     Size 
 

   Adj Ret 
 

     Cash 
 

    Options 
  Div 

 Payout 
 

          MB 
TCE Ratio  

       FCF 

 
RP 

 
0.2608 

 
-0.1160 

 
0.2843 

 
0.2505 

 
-0.0532 

 
-0.1694 

 
0.0145 

 
0.0510 

 (0.000) (0.020) (0.000) (0.000) (0.286) (0.001) (0.772) (0.307) 
Size  0.1944 0.4227 0.2202 0.1374 0.0944 -0.2283 0.1639 
  (0.000) (0.000) (0.000) (0.006) (0.058) (0.000) (0.001) 
Adj. Ret   0.2546 0.2668 -0.1541 0.0801 0.1008 0.2973 
   (0.000) (0.000) (0.002) (0.109) (0.043) (0.001) 
Cash     -0.1933 -0.0460 -0.1663 0.4105 
     (0.000) (0.357) (0.001) (0.000) 
Options     -0.2403 -0.0416 -0.3187 0.4436 
     (0.000) (0.405) (0.000) (0.000) 
Div. Payout      -0.0677 0.1888 -0.4170 
      (0.175) (0.000) (0.000) 
MB       0.0005 0.0904 
 
TCE Ratio 

      (0.992) (0.070) 
-0.3453 

        (0.000) 
RP equals the number of shares repurchased (non-employee  redemptions) divided by common shares outstanding at the end of the prior year.  Size is measured as the Ken French break point related to the 
NYSE market percentile measured at the end of the last month of the prior fiscal year; Adj Ret is the firm's annual return adjusted by the CRSP value weighted market return; Cash is the firm's cash and short 
term assets divided by total assets, measured at the end of the prior year;  Options are the number of options exercised during the year divided by common shares outstanding at the end of the prior fiscal 
year; Div Payout is common dividends t divided by income available to common shareholders at t-1; are the number of options exercised during the current year deflated by the common shares outstanding 
measured at the end of the prior year;  MB is the ratio of the market value of equity to the book value of equity, measured at the end of the prior year; TCE Ratio is tangible common equity divided by 
tangible assets, measured at the end of the prior year; FCF is equal to the current year operating income before depreciation less taxes paid, common dividends and preferred dividends paid divided by the 
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book value of assets measured at the end of the prior year.  All continuous variables are winsorized at the top and bottom 1%.  P values reported in parenthesis.  ***,  **, and * indicate a 0.01, 0.05, and 0.10 
difference respectively between the repurchasing and non-repurchasing  firms using a two sample means test and Wilcoxon sum rank tests of the medians. 
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Table 4 - Panel A 
Panel Tobit and Linear regressions of the motivations for repurchases by banks 

 
Predicted Tobit Models Regression 

Sign  Model 1  Model 2  Model 3  Model 4  
 

Intercept 

 

± 

 

-0.0320 
(0 004) 

 

-0.0494 
(0 000) 

 

-0.0637 
(0 000) 

 

-0.0079 
(0 478) Adj Ret - -0.0443 -0.0182 -0.0183 -0.0088 

 

MB 

 
 

 

(0.000) 
-0.0060 

(0.125) 
-0.0040 

(0.118) 
-0.0039 

(0.427) 
-0.0064 

  (0.014) (0.106) (0.108) (0.002) 
Cash + 0.1048 0.0785 0.0736 -0.0082 

  (0.000) (0.009) (0.010) (0.31) 
FCF + -0.2394 -0.1845 -0.1357 0.2074 
 

Div Payout 

 

± 

(0.156) 
-0.0086 

(0.269) 
-0.0076 

(0.432) 
-0.0057 

(0.273) 
-0.0268 

  (0.292) (0.355) (0.472) (0.001) 
TCE Ratio + 0.3361 0.3512 0.3553 0.2550 

  (0.000) (0.000) (0.000) (0.000) 
Options + 0.5813 0.6526 0.6862 0.6678 

  (0.000) (0.000) (0.000) (0.000) 
Size + 0.0495 0.0506 0.0685 0.0357 

  (0.000) (0.000) (0.000) (0.000) 
2005 ±  0.0115 0.0120 0.0121 

   (0.007) (0.004) (0.000) 
2006 ±  0.0151 0.0160 0.0130 

   (0.001) (0.000) (0.000) 
2007 ±  0.0267 0.0715 0.0496 

 

Size * 2007 

 

± 
 (0.000) (0.000) 

-0.0699 
(0.000) 

-0.0459 

    (0.000) (0.000) 

 

N 
  

403 

 

403 

 

403 

 

286  

Pseudo (adj) R2 
 

 

0.2449 

 

0.2871 

 

0.3416 

 

0.3676 
 

Models1 - 3 report the results estimating a tobit model for all firm year observations with available information and Model 4 
reports the results of the multivariate regression for firms with non-zero repurchases.  The dependent variable is RP or the 
number of common shares repurchased (non-employee  redemptions) during the year divided by common shares outstanding at 
the beginning of the year.  Adj Ret is the firm's annual return adjusted by the CRSP value weighted market return;  MB is the ratio 
of the market value of equity to the book value of equity, measured at the end of the prior year; Cash is the firm's cash and short 
term assets divided by total assets, measured at the end of the prior year;  FCF is equal to the operating income before 
depreciation less taxes paid, common dividends and preferred dividends paid divided by the book value of assets measured at the 
end of the prior year;  Div Payout  is common dividends t divided by income available to common shareholders at t-1;   TCE Ratio 
is tangible common equity divided by tangible assets, measured at the end of the prior year; Options are the number of stock 
options exercised during the year divided by common shares outstanding at the end of the prior fiscal year; Size is measured as 
the Ken French break 
point related to the NYSE market percentile measured at the end of the last month of the prior fiscal year; 2005, 2006, and 2007 
are indicator variable of 1 for firm observations in the respective year and 0 otherwise.  All continuous variables are winsorized at 
the top and bottom 1%.  White heterskedastic consistent  p values are reported in parenthesis. 
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Table 4 - Panel B 
Annual Tobit Regressions explaining the probability that a bank makes a share repurchase 

 
 

 Predicted 
Sign 

 

2004 

 

2005 

 

2006 

 

2007 
Intercept ± -0.0419 -0.0666 -0.0410 0.0154 

  (0.021) (0.001) (0.035) (0.620) 
Adj Ret - -0.0084 0.0002 -0.0417 -0.0189 

 

MB 

 

- 

(0.636) 
-0.0032 

(0.994) 
-0.0021 

(0.147) 
-0.0032 

(0.373) 
-0.0063 

  (0.358) (0.633) (0.593) (0.266) 
Cash + 0.0504 0.0462 0.1167 0.0109 

  (0.279) (0.416) (0.121) (0.879) 
FCF + -0.6486 -0.4937 -0.4447 0.3064 

  (0.070) (0.252) (0.181) (0.465) 
Div Payout ± -0.0022 0.0054 -0.0059 -0.0284 

  (0.868) (0.673) (0.698) (0.095) 
TCE Ratio + 0.2770 0.4657 0.2330 0.3655 

  (0.021) (0.008) (0.115) (0.037) 
Options + 0.4801 1.3265 1.2244 0.3063 

  (0.000) (0.000) (0.001) (0.306) 
Size + 0.0673 0.0731 0.0609 0.0091 

  (0.000) (0.000) (0.000) (0.572) 

 

N 
 

 

99 

 

104 

 

103 

 

97 
Nrepurchases  63 69 71 83 

 

Pseudo R2 
 

 

0.2678 

 

0.2642 

 

0.2311 

 

0.0490 
 

The dependent variable is RP or the number of common shares repurchased (non-employee redemptions) 
during the year divided by common shares outstanding at the beginning of the year.  Adj Ret is the firm's annual 
return adjusted by the CRSP value weighted market return; MB is the ratio of the market value of equity to the 
book value of equity, measured at the end of the prior year; Cash is the firm's cash and short term assets 
divided by total assets, measured at the end of the prior year;  FCF is equal to the operating income before 
depreciation less taxes paid, common dividends and preferred dividends paid divided by the book value of 
assets measured at the 

end of the prior year;  Div Payout is common dividends t divided by income available to common shareholders at 

t-1;  TCE Ratio is tangible common equity divided by tangible assets, measured at the end of the prior year; 
Options are the number of stock options exercised during the year divided by common shares outstanding at the 
end of the prior fiscal year; Size is measured as the Ken French break point related to the NYSE market percentile 
measured at the end of the last month of the prior fiscal year. All continuous variables are winsorized at the top 
and bottom 1%.  White heterskedastic consistent p values are reported in parenthesis. 
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 Non- CPP firms     CPP FIRMS  
N Payout Div  RP Tier 1 TCE N Payout Div  RP Tier 1 TCE 

 

Table 5:  Quarterly Comparisons of CPP and Non-CPP across Payout Activities and Capital Adequacy Ratios  2004 - 2008 
 

 

 

 
Q1 2004  Mean 

Median 
24  0.2270  0.1091  0.1180  12.36 ** 7.91 

0.2038  0.1017 * 0.0530  11.47 ** 7.39   *
 

57  0.2355  0.1343  0.1012  10.20  6.83 
0.2040  0.1473  0.0167  9.80  6.56 

Q2  Mean 
Median 

23  0.3121  0.1292  0.1830 * 12.05 * 7.65 *
 

0.2498  0.1118 * 0.0555  11.12  6.88 **
 

58  0.2210  0.1386  0.0825  10.35  6.31 
0.1949  0.1453  0.0162  9.91  6.06 

Q3  Mean 
Median 

24  0.2238  0.1073 * 0.1165  11.76 * 7.94 **
 

0.1608  0.1097 * 0.0127  11.59 ** 7.32 **
 

58  0.1839  0.1353  0.0487  10.14  6.52 
0.1710  0.1439  0.0016  9.58  6.27 

Q4  Mean 
Median 

25  0.1879  0.1021 ** 0.0858  11.39  7.44 
0.1228  0.1066 ** 0.0095  11.60 ** 7.31 *

 

59  0.2217  0.1555  0.0662  10.41  6.55 
0.1823  0.1436  0.0041  9.73  6.17 

Q1 2005  Mean 
Median 

24  0.2930  0.1047 * 0.1247  11.21 * 7.57 **
 

0.1412  0.1108 * 0.0238  10.70 * 7.06 **
 

57  0.2800  0.1362  0.1438  9.92  6.18 
0.2150  0.1455  0.0495  9.60  6.10 

Q2  Mean 
Median 

25  0.1981  0.1113  0.0868  11.36 ** 8.01 **
 

0.1646  0.1127  0.0021  10.47 ** 7.23 **
 

57  0.2463  0.1365  0.1097  9.79  6.32 
0.1995  0.1483  0.0342  9.60  6.17 

Q3  Mean 
Median 

25  0.2260  0.1044 * 0.1217  11.32 ** 7.83 **
 

0.1531  0.1116 ** 0.0147  10.42 *** 7.10 **
 

57  0.2068  0.1331  0.0736  9.77  6.25 
0.1901  0.1459  0.0222  9.49  6.17 

Q4  Mean 
Median 

25  0.2397  0.1074 ** 0.1323  11.19 * 7.58 *
 

0.1550  0.1114 ** 0.0404  10.70 ** 6.91 **
 

59  0.2261  0.1504  0.0757  9.87  6.20 
0.2004  0.1441  0.0067  9.30  6.02 

Q1 2006  Mean 
Median 

27  0.2140  0.1052 ** 0.1088  10.96 * 7.63 **
 

0.1540  0.1069 ** 0.0341  10.65 ** 7.15 ***
 

58  0.2681  0.1360  0.1321  9.66  6.03 
0.2192  0.1502  0.0687  9.09  5.97 

Q2  Mean 
Median 

27  0.2246  0.1091 ** 0.1155  10.61 ** 7.93 ***
 

0.1686  0.1151 ** 0.0359  10.71 ** 7.09 ***
 

58  0.2537  0.1425  0.1102  9.57  5.90 
0.2033  0.1502  0.0289  9.43  5.91 

Q3  Mean 
Median 

27  0.1853  0.1025 * 0.0828  10.64 ** 8.10 ***
 

0.1451  0.1118 ** 0.0122  10.47 ** 7.51 ***
 

58  0.2144  0.1310  0.0835  9.67  6.22 
0.1646  0.1470  0.0040  9.36  6.22 

Q4  Mean 
Median 

27  0.1905  0.1060 *** 0.0845  10.54 * 7.97 ***
 

0.1627  0.1087 ** 0.0222  10.94 ** 7.58 ***
 

59  0.2382  0.1605  0.0777  9.77  6.25 
0.1745  0.1496  0.0086  9.56  6.06 

Q1 2007  Mean 
Median 

27  0.2164 * 0.1067 ** 0.1096  10.45 ** 8.06 ***
 

0.1847  0.1140 ** 0.0935  10.41 ** 7.82 ***
 

58  0.2835  0.1383  0.1453  9.63  6.15 
0.2548  0.1486  0.0977  9.52  6.01 

Q2  Mean 
Median 

27  0.3253  0.1303  0.1950  10.29 * 7.83 ***
 

0.3332  0.1140 ** 0.1089  10.18 ** 7.27 ***
 

58  0.3335  0.1427  0.1908  9.52  5.93 
0.2525  0.1510  0.1325  9.51  5.85 

Q3  Mean 
Median 

27  0.3326  0.1064 ** 0.2262  10.80 * 7.68 ***
 

0.3010  0.1104 ** 0.1832  10.19 ** 7.30 ***
 

58  0.2953  0.1444  0.1509  9.37  5.91 
0.2608  0.1463  0.1028  9.25  5.94 

Q4  Mean 
Median 

27  0.2588  0.1062 ** 0.1526  10.05 ** 7.55 ***
 

0.1856  0.1067 ** 0.0215  10.20 ** 7.11 ***
 

59  0.2484  0.1559  0.0925  9.06  5.89 
0.2128  0.1525  0.0150  9.15  5.93 

Q1 2008  Mean 
Median 

26  0.1522  0.1021 * 0.0501  9.85 ** 7.52 ***
 

0.1294  0.1059 * 0.0047  9.94 ** 7.54 ***
 

58  0.1732  0.1325  0.0407  9.04  5.79 
0.1608  0.1469  0.0005  9.07  6.02 

Q2  Mean 
Median 

26  0.1226  0.0916 * 0.0310  9.76  7.37 ***
 

0.1122  0.0955 * 0.0001  10.01  7.19 ***
 

58  0.1455  0.1251  0.0205  9.27  5.61 
0.1451  0.1360  0.0000  9.24  5.74 

Q3  Mean 
Median 

26  0.1096  0.0920  0.0175  9.70  7.24 ***
 

0.1123  0.0944  0.0000  10.00  6.97 ***
 

58  0.1215  0.1156  0.0059  9.37  5.54 
0.1096  0.1096  0.0000  9.21  5.75 

Q4  Mean 
Median 

26  0.1024  0.0919  0.0105  9.64 *** 6.57 **
 

0.0949  0.0809  0.0000  9.96 *** 6.92 *
 

59  0.1249  0.1223  0.0026  11.31  5.43 
0.1039  0.1036  0.0000  11.20  5.75 

Sample includes all firms which could have applied for CPP funds beginning in 3Q 2008 which have all available data for the quarter.  The sample excludes 
Morgan Stanley and Goldman Sachs which were not organized as bank holding companies prior to 4Q 2008. CPP firms received capital infusions from the 
government in 2008 or 2009 while non-CPP firms did not. Payout is the sum of common dividends paid and all (program and employee compensation 
redemptions) share repurchases during the quarter divided by assets at the end of the prior quarter (Assetsq-1). DIV is common dividends paid during the 
quarter divided by Assetsq-1. RP is the value of common shares repurchased divided by Assets at the end of the prior quarter. Total Payout, DIV, and RP 
are expressed as percents (i.e. * 100). Tier1q is the Tier 1 to risk-based assets as reported at the end of the quarter to banking regulatory authorities. 
TCEq  is tangible common equity divided by tangible assets as of the end of the quarter expressed as a percent.   ***,  **, and * indicate a 0.01, 0.05, and 
0.10 significance respectively of two sample test of means and the Wilcoxon sum rank tests of medians (two tail). 
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Table 6: Quarterly Bank Descriptive Statistics 
 

Panel A: All Years 2004 - 2007 
 

Full Sample   CPP Sample  "Other firms" 
Variable N Mean Median N  Mean Median N  Mean Median  

TCE Ratio 1441 -0.00879 -0.00239 1212 -0.00931 -0.00200 1126 -0.00652 -0.00028 
TCE Ratioq-1 1441 0.06800 0.06426 1212 0.06927 0.06471 1126 0.07090 0.06592 

Size 1441 0.59455 0.55000 1212 0.58391 0.55000 1126 0.49702 0.50000 
Div 1441 0.00128 0.00138 1212 0.00134 0.00141 1126 0.00119 0.00127 

RP 1441 0.00111 0.00027 1212 0.00118 0.00038 1126 0.00100 0.00012 

NPAT 1441 0.00030 0.00002 1212 0.00027 0.00002 1126 0.00034 0.00003 

Loan Growth 1441 0.01900 0.01400 1212 0.01841 0.01355 1126 0.01953 0.01387 

EBTP 1441 0.00488 0.00494 1212 0.00494 0.00500 1126 0.00465 0.00477 

MB 1441 2.13265 2.00927 1212 2.15700 2.03233 1126 2.12894 2.00394 

 
 

Panel B: Pearson Correlation Table of Full Sample (p values in parenthesis) 
 
 

 

Variable 

 

TCE 1 

 

Size 

 

Div 

 

RP 

 

NPAT 
Loan 
Growth 

 

EBTP 

 

MB 
TCE Ratio 0 1211 0 0072 0 0404 0 2441 0 0394 0 3798 0 0660 0 0216 
 (0.000) (0.786) (0.125) (0 000) (0.135) (0.000) (0 012) (0.413) 

TCE Ratioq 1  -0 1841 -0 0260 0 1693 -0 0456 0 0976 0 0634 -0 0840 
  (0 000) (0 324) (0 000) (0 083) (0 000) (0 016) (0 001) 
Size   0 3517 0 1252 -0 1260 -0 0502 0 3482 0 1729 
   (0.000) (0 000) (0.000) (0.057) (0 000) (0.000) 

Div    0 1339 -0 0648 -0 0555 0 3845 0 1693 
    (0 000) (0.014) (0.035) (0 000) (0.000) 

RP     -0 0229 -0 0674 0 1616 0 0664 
     (0.385) (0.011) (0 000) (0.012) 
NPAT      -0.0180 -0.1894 -0.2108 

      (0.496) (0 000) (0.000) 

Loan Growth       0 0350 0 0261 
       (0 184) (0.321) 

EBTP        0 4588 
        (0.000) 

 

Full Sample includes all quarterly observations with all available information. CPP Sample includes all firms which were eligible to 
apply for CPP funds starting in October 2008 while "Other Firms" excludes the largest banks (Size ≥ 0.85).   TCE Ratio is the 
percentage change in the tangible common equity ratio measured between the beginning and the end of the quarter, q. TCE Ratioq-1  

is tangible common equity ratio reported at the end of the prior quarter. Size is measured as the Ken French break point related to 
the NYSE market percentile measured at the end of the prior quarter. Div is measured as common dividends paid during the quarter 
divided by total assets at the end of the prior quarter (Assetsq-1).  RP are share repurchases made during the quarter divided by 
Assetsq- 

1.   NPAT is the percentage change in non-performing assets from the beginning to the end of the quarter. Loan Growth is the 

percentage change in the ratio of net loans to total assets measured between the beginning to the end of the quarter. EBTP is quarterly 
pretax earnings before the provision for loan losses divided by average assets from the beginning to the end of the quarter. MB is 
the ratio of market value of equity to the book value of equity measured at the end of the prior quarter
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Table 7:  Analysis of Firm Payouts on Change in Tangible Common Equity Ratio 

 Predicted 
        Sign 

          Full   
       Sample 

        CPP 
    Sample 

 
"Other" Firms 

Intercept ± 0.0114 0.0160 0.0240 
  (0.405) (0.346) (0.185) 
TCE Ratioq-1 - -0.1777 

(0.082) 
-0.1891 

(0.085) 
-0.3196 

(0.011) 
Size - -0.0081 -0.0131 0.0026 
  (0.383) (0.222) (0.847) 
Div - -8.0567 -8.1267 -9.0986 
  (0.002) (0.002) (0.001) 
RP - -10.9541 -9.5352 -9.2125 
  (0.000) (0.000) (0.000) 
NPAT - -2.3123 -2.1677 -2.9797 
  (0.096) (0.158) (0.025) 
Loan Growth - -0.9164 -0.9526 -0.9597 
  (0.000) (0.000) (0.000) 
EBTP + 6.4539 5.4533 6.0716 
  (0.000) (0.001) (0.000) 
MB ‐ -0.0012 -0.0015 -0.0036 
  (0.654) (0.627) (0.286) 
Q1 ± -0.0026 0.0085 0.0055 
  (0.406) (0.104) (0.312) 
Q2 ± -0.0110 -0.0081 -0.0071 
  (0.065) (0.210) (0.312) 
Q3 ± 0.0290 0.0303 0.0310 
  (0.000) (0.000) (0.000) 
2005 ± -0.0026 -0.0117 -0.0024 
  (0.692) (-0.15) (0.778) 
2006 ± 0.0127 0.0147 0.0113 
  (0.029) (0.028) (0.128) 
2007 ± 0.0019 0.0035 0.0018 
  (0.762) (0.633) (0.819) 

 
N 1441 1212 1126 
Adj. R2 0.2844 0.2801 0.2822 

 
Full Sample includes all quarterly observations with all available information.  CPP Sample includes 
all firms which were eligible to apply for CPP funds starting in October 2008 while "Other Firms" 
excludes the largest banks (Size ≥ 0.85).    TCE Ratio  is percentage change in the tangible common 
equity ratio measured between the beginning and ending of quarter, q.  TCE Ratioq-1  is tangible 
common equity ratio reported at the end of the prior quarter.  Size is measured as the Ken French 
break point related to the NYSE market percentile measured at the end of the prior quarter.  Div is 
measured as common dividends paid during the quarter divided by total assets at the end of the 
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prior quarter (Assetsq-1).  RP are share repurchases made during the quarter divided by Assetsq-1. 
NPAT is the percentage change in non-performing assets from the beginning to the end of the 
quarter.  Loan Growth is the percentage change in the ratio of net loans to total assets measured 
between the beginning and the end of the quarter.  EBTP is quarterly pretax earnings before the 
provision for loan losses divided by average assets from the beginning to the end of the quarter.  
MB is the ratio of market value of equity to book value of equity measured at the end of the prior 
quarter.  Newey and West adjusted  p values (to correct for serial correlation) reported in 
parentheses. 

 

 

 


