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ABSTRACT  
 

Massive MIMO will be an enabling technology for the deployment of the 5th generation of wireless systems. In the past three years, this 
technology has been put under the spotlight. Although there is a lot of research work on this topic, a number of challenges still need to be 
surpassed before reducing Massive MIMO to practice. In this paper, I studied and explored a cooperative communication scenario using 
massive MIMO at the base station. Based on the work previously done by the project WINNER and the Vienna LTE Simulator, we generated 
a propagation channel model and simulated the throughput of the system model using different types of schedulers and transmission 
modes. 
 

Keywords: Massive MIMO, cooperation, scheduler, CoMP. 
 

1. INTRODUCTION  

In the last decade, data traffic has increased in a very exponential way due to the easy access to the internet driven by a 
dramatic growth and evolution of both wireless data consuming devices (like smartphones, tablets, and laptops) and 
broadband networks’ infrastructure. In other words, the demand for wireless data traffic will increase even more 
dramatically in the foreseeable future. Thus, new disruptive technologies are required to meet this huge demand. The key 
factor to take into consideration in wireless data traffic is the wireless throughput (bits/s) which is defined as: Throughput = 
Bandwidth (Hz) × Spectral efficiency (bits/s/Hz). Evidently, to enhance this throughput, some novel technologies which can 
increase the bandwidth or the spectral efficiency or both should be explored.  

Transmission with multiple-input multiple-output (MIMO) antennas is a well-known diversity technique to enhance the 
reliability of the communication. The more antennas the base station BS is equipped with, the more degrees of freedom are 
offered and hence, more users can simultaneously communicate in the same time-frequency resource. As a result, a huge 
sum throughput can be obtained.  

With large antenna arrays, conventional signal processing techniques (e.g. maximum likelihood detection) become 
prohibitively complex due to the high signal dimensions. The main question is whether we can obtain the huge multiplexing 
gain with low-complexity signal processing and low-cost hardware implementation. Research has shown that the use of an 
excessive number of BS antennas compared with the number of active users makes simple linear processing nearly optimal 
in [1].  

Due to the complexity and deployment consideration in practical scenarios at individual BSs, each BS site cannot be 
deployed with a large number of antennas. That means with a limited number of antennas, the inter-cell and intra-cell 
interference still exist if simple non-cooperative linear precoding is used individually in each base station site [2]. 
Cooperative massive MIMO [CM-MIMO] where multiple BSs cooperate together and form a distributed antenna array to 
serve multiple users simultaneously is an attractive alternative. In CM-MIMO, user data as well as CSI (channel state 
information) is shared among BSs that will provide more degrees of freedom for communication. Also, precoding can take 
into account inter-cell interference and thus mitigate inter-cell interference, which is especially critical for cell edge users 
that typically suffer more inter-cell interference. 

mailto:sidijedou@gmail.com
mailto:tansal@yildiz.edu.tr
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Table 1: The Cisco VNI Forecast —Historical Internet Context 

 

Source: Cisco VNI, 2016 

Furthermore, CM-MIMO, where multiple BSs coordinate through the backhaul network, the bandwidth of the backhaul link 
and delay may create additional impairments on the system performance [3], [4].  In this paper, system level simulation 
performance of cooperative massive MIMO scenario (specifically with coordinated multipoint CoMP technique) is 
compared to other non-cooperative massive MIMO scenarios under the uniform framework of the LTE-A system. Here, the 
analysis is based on comparing the results of different simulations using the same setup, varying only the scheduler type 
and the transmission mode to see how it will affect the throughput and the spectral efficiency of the UEs. This analysis 
provides insight on the potential system performance that can be achieved by using cooperative massive MIMO.  The rest 
of the paper is organized as follows. In Section 2, the 3GPP 3D channel model used for simulation is described. Section 3 
presents the system simulation setup and simulation results. Finally, our conclusion is presented in Section 4. 

2. The 3GPP 3D Channel Model 

The 3GPP 3D channel model, used in this paper, characterizes wireless communication channels of typical European cities. 
It is a 3D geometric stochastic model, describing the scattering environment between BS and UE in both azimuth and 
elevation dimensions. The scatterers are represented by statistical parameters without having a real physical location. In 
3GPP TR 36.873 [5], three scenarios, Urban Macro cell (UMa), Urban Micro cell (UMi) and UMa-high rise (UMa-H) are 
specified. They represent typical urban macro-cell and micro-cell environments. Both UMa and UMa-H scenarios, consider a 
BS height of 25m, thus surpassing the surrounding buildings. UMa-H also specifies such environments with one high-rise 
building per Evolved Base Station (eNodeB) sector. UMi, considers a BS height of 10m, lying below the rooftop level. All 
three environments are assumed to be densely populated with buildings and take into account both indoor- and outdoor 
UEs. 

The 3GPP 3D channel model specifies three propagation conditions, Line-Of- Sight (LOS), Non-Line of Sight (NLOS) and 
Outdoor-to-Indoor (O-to-I). For each of these conditions it defines different parameters for mean propagation path loss, 
macroscopic fading and microscopic fading. All three scenarios in [5], UMa, UMi and UMa-H, consider 80% of the UEs to be 
located indoors. The probability of being in LOS is determined separately for indoor and outdoor UEs and depends on the 
height of the UE as well as the break point distance. The break point distance characterizes the gap between transmitter 
and receiver at which the Fresnel zone is barely broken for the first time [6]. For an indoor UE, LOS refers to the signal 
propagation outside the building in which the UE is located.  

For each UE location, large scale parameters are generated according to its geographic position as well as the propagation 
conditions at this location. The large-scale parameters incorporate shadow fading, the Ricean K-factor (only in the LOS 
case), delay spread, azimuth angle spread of departure- and arrival, as well as zenith angle spread of departure and arrival. 
The small-scale parameters incorporate delays, cluster powers as well as angles of departure and -arrival in azimuth and 
elevation direction, respectively. The model considers N clusters of scatterers, where each cluster is resolvable to M paths. 
A simplified sketch of the model is given in Fig. 1. 
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Figure 1: Scattering concept in the 3D model. Figure demonstrates a link that is resolvable to M paths. Elevation- and 
azimuth angles at BS and UE are denoted as θ and φ, respectively [8] 

 

3. SYSTEM LEVEL SIMULATION 

3.1. Simulation Setup  

The macro-sites are arranged according to a hexagonal grid with an inter-site distance of 500m. Each site is equipped with 
three sector eNodeBs; each eNodeB employs 4x2 antenna configuration on the macro-site. The minimum distance between 
a UE and its associated eNodeB is 35m. 

Figure 2: Hexagonal-grid tri-sector macro-cell scenario. [8] 

 

In the table 2. below, there is a detailed list of the employed simulation settings. We simulate at the center frequency of 2 
GHz and an LTE bandwidth of 10 MHz; the total transmit power per eNodeB is 40W. The eNodeBs on the macro-site employ 
directional antennas. The signal propagation conditions follow the model of the 3GPP 3D channel, as mentioned previously. 
Each UE has two receive antennas and employs a Zero-forcing receiver ZF within each eNodeB sector. We assume 10 active 
users which are uniformly distributed and move at the speed of 5 Km per hour. We employ closed loop spatial multiplexing 
CLSM corresponding to transmission mode 4 of LTE. The feedback comprises channel quality indicator CQI, precoding 
metrics indicator PMI, and rank indicator RI. The feedback is delayed by three transmission time intervals TTI and computed 
with perfect channel knowledge. Resources are assigned according to CoMP scheduler. We assume a simple full buffer 
traffic model and simulate over a total length of 20TTI. 

Table 2: Simulation Parameters  

PARAMETER  VALUE 

CARRIER FREQUENCY 2 GHz 

LTE BANDWIDTH 10 MHz 

MACRO-SITE DEPLOYMENT  Hexagonal grid 

SCENARIOS 3D-UMa 

ENODEB ANTENNA HEIGHT (UMA) 25 m 

ENODEB TRANSMIT ANTENNA CONFIGURATION  NTx = 4, each has 8 ports 
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ENODEB RECEIVE ANTENNA CONFIGURATION NRx = 2, each has 8 ports 

ENODEB ANTENNA ELEMENTS PER PORT M = 10  

POLARIZED ANTENNA MODELING Model 2 

ENODEB ANTENNA POLARIZATION X-pol (+-45
◦
) 

UE ANTENNA POLARIZATION X-pol (0/ + 90
◦
) 

VERTICAL ANTENNA ELEMENT SPACING 0.5λ 

HORIZONTAL ANTENNA ELEMENT SPACING  0.5λ 

MAXIMUM ANTENNA ELEMENT GAIN 8dBi 

UE ANTENNA PATTERN Isotropic antenna gain 

ELECTRICAL DOWNTILT  12
◦
 

UE DISTRIBUTION Uniform in cell [5, Table 6-1] 

NUMBER OF ENODEBS 21 

ENODEB TRANSMIT POWER 40 W 

LTE TRANSMISSION MODE (MIMO MODE) Closed Loop Spatial Multiplexing CLSM, Mode 4 

ANTENNAS PER UE 2 

RECEIVER TYPE Zero-forcing ZF 

ACTIVE UES PER ENODEB 10 

UE SPEED 5 Km/h 

TRAFFIC MODEL Full buffer 

CHANNEL KNOWLEDGE Perfect 

FEEDBACK AMC: CQI, MIMO: PMI and RI 

FEEDBACK DELAY 3 TTI 

SCHEDULER CoMP, 

SIMULATION LENGTH 20 TTI 

 

3.2. Simulation Results 

The simulator initially generates macro-site and the associated eNodeBs, then it computes the site specific pathloss and 
shadow fading maps. Based on the pathloss and the shadow fading maps, the simulator computes a maximum SINR map as 
shown in the upper left corner of Fig. 3 below. This map is then applied to calculate the UEs associations regions as shown 
in the lower right corner of Fig. 3. The spectrum patterns stem from the shadow fading. In each association region, the 
simulator uniformly distributes the specified number of UEs, in our case 10; then it initializes the schedulers and the 
resource blocks for each eNodeB. The next step is to calculate the fast fading channels. 
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Figure 3: Macroscopic and Shadow Fading

 

Our simulation employs mutual information based SNR mapping that maps the vector of post equalization SINR values from 
the link quality model to an effective SNR value in terms of mutual information; then using a lookup table and selecting the 
curve for the applied coding and modulation scheme allows to predict a block error ratio of the transport block.  

Figure 4: SNR-to-CQI Mapping - CQI BLER Curves 
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Figure 5: CQI Mapping Obtained from the 10% BLER Points

 

The presented curves were obtained with the Vienna LTE Advanced Link Level Simulator and form the only computationally 
costly physical layer evaluation. Eventually, combining the block error ratio with the size of transport block in bits yields the 
effective throughput. 

Figure 6: eNodeBs and UEs Positions

 

The figure Fig. 6 shows the simulated network with the bold red dots denoting the macro-site, and the blue and grey dots 
correspond to the UEs. 

Figure 7 contains empirical cumulative distribution function for the average UE throughput, the average UE spectral 
efficiency and the UE wideband SINR. It also provides plots for the average UE throughput and the UE spectral efficiency Vs. 
the wideband SINR.  
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Figure 7: Plots show the throughput ECDF for the average UE throughput (upper-left), spectral efficiency (upper-middle), 
wideband SINR (upper-right); the mapping between the wideband SINR and the average throughput for each UE (lower-
left) and the mapping between the wideband SINR and the spectal efficiency (lower-right). 

3.3. Comparison and Evaluation of Results 

In this part, we evaluate the results of different simulations under the same previous configuration. Using the transmission 
mode closed loop spatial multiplexing CLSM with three types of schedulers round robin, proportional fair, and CoMP in 
contrast to the transmission mode MU-MIMO with round robin scheduler, we obtained the aggregate results in the table 
below. Table. 3 contains the UE throughput values, the 95% (peak), average, and 5% (edge); the average UE spectral 
efficiency and the average number of resource blocks per TTI and UE; as well as the statistics of mean RB occupancy and 
Fairness index. 

Table 3: Results of Different Simulations 

Transmission 
Mode 

Scheduler 
Peak/Avg./edge UE 
throughput (Mb/s) 

Avg. UE 
spectral eff. 
(bit/cu) 

Avg. 
RBs/TTI/UE 
(RBs) 

Average cell 
throughput 
(Mb/s) 

Mean RB 
occupancy 

Fairness 
index 

CLSM round robin 3.51/1.49/0.15 1.77 5 14.88 100% 0.490905 

CLSM Prop Fair Sun 3.81/1.21/0.12  1.71 5 12.15 100% 0.423385 

CLSM CoMP Intra-site 2.07/0.67/0.11  2.38 1.67 6.73 36.67% 0.568229 

CLSM CoMP Global 1.12/0.50/0.19  3.28 0.92 5.04 25.61% 0.737139 

MU-MIMO round robin MU 3.79/1.40/0.14  1.52 5.32 13.96 25.62% 0.621665 
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According to the comparative results shown in Table 3. Above, our cooperative scenario yields the least average UE and cell 
throughputs but it has slightly better edge UE throughput and in terms of resources allocation, it has the best average UE 
spectral efficiency and fairness index. 

Figure 8: UE Average Throughput 

 

Figure 9: UE Average Spectral Efficiency 

 

 

Figure 10: UE Wideband SINR 

 

4. CONCLUSION 

In this paper, downlink system level simulation performances of noncooperative and cooperative massive MIMO scenarios 
were evaluated and compared based upon current LTE-A system, considering different transmission schemes and 
scheduling types. The analysis of the results shows that the deployed cooperative scenario has better performance for the 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.1-9                    Amar, Gucluoglu   

                  
_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.563                                                9                                                       PressAcademia Procedia 

 

cell edge users and it significantly improves the spectral efficiency of the system, whereas the cell average throughput is 
degraded owing to the power imbalance of the cell center users. These results go in accordance with the main reason for 
which the DL/UL Coordinated Multi-Point transmission/reception (CoMP) technique was introduced; which is to improve 
the system capacity and cell edge user throughput.  
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ABSTRACT  
In wood-based panel industry, the importance of carbon footprint has increased due to global warming and climate change all around the 
world. So this topic has been studied extensively in the world, especially in developed countries. Eventhough wood based panel industry is 
one of the most important industry in Turkey there is not any comprehensive study in this field so this study was planned to meet the 
requirement in industry which release a lot of emissions to the environment. In recent years the use of wood-based panels such as fiber 
board, particleboard, oriented strand board, plywood etc., have been increased due to the fast growth in bulding trade in Turkey. The 
world’s largest board producers are China, USA, Germany and Turkey respectively. This charges the industry a great responsibility for the 
environment because sustainable development is a development that meets the needs of the present without making a concession the 
ability of future generations to meet their own needs. From this perspective, it is essential to know the current status of the sector 
concerning CO2 footprint, energy footprint and water footprint. This study is aimed to investigate one of the largest board producer industry 
of Turkey whether clean production (less emission) is carried out or not. Besides, it is aimed to present some improvements to decrease the 
emission. Carbon footprint values are calculated as statistically with Tier method during the particle board production, and Pareto anaysis 
method is used for determine the footprint’ problem.  Consequently, a liveable environment will be provided and environmental oriented 
production will be supported to contribute to these properties  in the industry for this issue in the scope of this research. Also, this study 
shall provide a general view and perception for the importance of the carbon footprint in the industrial sector. 
 
Keywords: Carbon footprint, tier method, pareto analysis, wood based panel industry, particle board production. 

 

1. INTRODUCTION 

Carbon footprint originated from the terminology of ecological footprint which was proposed by Wackernagel and Rees, 
1996 (Wackernagel and Rees, 1996). It is the calculation of the total value of direct or indirect CO2 emissions of the activities 
occur during the life cycle.  According to another definition, it is a technique to identify and measure of the greenhouse gas 
emissions (GHG) release from each operation or activity full life cycle (Carbon Trust, 2007; IPCC, 2006; IPCC, 2007). Grubb 
and Ellis, 2007, defined carbon footprint as the total amount of carbon dioxide release through the combustion of fossil 
fuels. The major greenhouse gases emitted into the atmosphere are CO2, CH4, N2O and some different fluorine containing 
halogenated compounds (Muthu, 2014). However, the most significant greenhouse gas is CO2 and it was produced from 
burning of fossil fuels to generate energy which is essential for the manufacture and transport of the goods. It is expressed 
as grams or kilograms of CO2 equivalent per kilowatt hour of generation (g/kgCO2eq/kWh) which being in charge of the 
different global warming effects of other greenhouse gases (Paliamentary Office of Science and Technology (POST), 2006). 
Hammond, 2007 suggested that ...” The property that is often referred to as a carbon footprint is actually a carbon weight of 
kilograms or tonnes per person or activity.” Higher GHG concentrations in the earth`s atmosphere cause global warming and 
it causes climate change in the world. This reality forces the nations to get some precautions. The most important 
agreement of concerning global warming and climate change is known as Kyoto Protocol and six greenhouse gases are 
defined as CO, CO2, CH4, N2O, perfluorocarbons, and hydrofluorocarbons which cause strongly global warming and it was 
thought those gases are released by human activities. (IPCC, 2007; ECCM, 2008; UN,1998). A carbon footprint measurement 
is a complicated and boring method. GHG produced by human activities either directly or indirectly. Direct GHG emissions 
are suggested as burning fossil fuels for generating electricity to heat and transport. But indirect emissions are less clear that 
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emitted through life-cycles of goods and services (ECCM, 2008; Wiedmann and Minx, 2007). In this study, it is aimed to 
calculate CO2 emissions for each process in a particle board industry in a plant scale one of the largest producers in 
Marmara region, in Turkey. The plant named as X plant afterwards in this study. The amount of annual production of 
particle board is 423096 m

3
/year in 2015. The carbon footprint is calculated according to Tier 1 method (IPCC, 2007).  

2. LITERATURE REVIEW 

2.1. Forest Products Industry 

The forest products industry has been a strong power of economy for human since olden times (Mahapatra and Mitchell, 
1997; Ok, 2005, İlter and Ok, 2007). So the use and supply of wood for the industry have a great importance from past 
through today (Tezcan et al., 2014). In recent years the use of wood-based panels such as fiberboard, particleboard, oriented 
strandboard, plywood etc., have been increasing due to the fast growth in building trade in Turkey. The world’s largest board 
producers are China, USA, Germany and Turkey respectively. This charges the industry a great responsibility for the 
environment because sustainable development is a development that meets the needs of the present without making a 
concession the ability of future generations to meet their own needs (Tezcan et al., 2014; Yıldırım et al., 2014).  

2.1.1. Researches About Carbon Footprint and Pareto Analysis 

There are many studies about carbon footprint in wood industries throughout the world, but, there is not any research in 
our country even it is one of the most important developed industry in Turkey. In a study (Garcia et al., 2013) researched the 
carbon footprint of particleboard produced in Portugal. It was aimed the effect of different methodologies in the 
particleboard carbon footprint (CF) calculation in using four different CF measurement methods. Those methods are ISO-
TS14067, the GHG Protocol Product Standard, PAS 2050, and Climate Declaration. In another study (Görener and Toker, 
2013), applied in pareto analysis to a firm engaged in forest products industry which is specialized on MDF board (Medium 
Density Fiber) manufacturing. They aimed to determine and classify failure modes and then make suggestions due to their 
significance degree by Pareto analysis. They also investigated the occurrence of waste process by using Pareto analysis. In a 
study researched different uses of wood to see their efficiency by means of carbon and energy impacts to displace fossil 
energy (Lippke et al., 2012). They suggested when waste wood is consumed as biofuels instead of fossil fuels, the emissions 
were decreased. In another study (Bergman et al., 2014), researched in the carbon effects of wood products. This study 
defines to carbon emissions savings when wood products are used in constructing buildings in place of nonwood sources. In 
another study (Cetin et al., 2014), applied in pareto analysis on the scope and extent of extra work caused by management 
and workers’ issues in the Turkish furniture industry. The aim of this study is to prove and detect factors that decrease of 
efficiency through issues of management, production processes, supervision of workers and aspects of the products 
themselves, thereby assisting enterprises obtain essential measures. This study was analyzed with using pareto charts and 
cause effect diyagram. In another study (Moroşanu et al., 2011), researched on identifying and analyzing defects on oak 
veneer for four regions. So, the pareto analysis was applied for developing the quality of the studied products. 

3. DATA AND METHODOLOGY 

3.1. Particleboard Manufacturing Process 
 
Figure 1: Work Flow with regard to Particle Board Production in X Plant  

 

X is a plant operating in forest products industry and it produces particle board, medium density fiberboard (MDF), and 
parquet in Marmara region. Work flow in connection with particle board manufacturing is shown in Figure 1. Particle board 
is described as a panel product manufactured from lignocellulosic materials, in the form of chipped particles in the 
combination of synthetic resin and suitable binders by the help of heat and pressure. The study is carried out in the particle 
board plant (X) considering the improvements of all of the energy flow processes comprises of following steps: 
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1-Occuring a study plan 

2-Calculation of carbon footprints for each of process 

3-Applying the Pareto analysis procedures 

4-Drawing the Pareto diagram 

5-Determine major emission problem(s) according to 80/20 law 

6-Give suggestions for major emission problem(s) 

3.2. Methodology 
 

3.2.1. Tier Method 
 

According to IPCC 2007 there are three tiers methods to evaluate emissions. Since the simplicity in application and 
suitability of the data that we have, Tier 1 method used in this study. Carbon footprints (CF) were calculated for each 
process with the inputs’ emission factors and then Tier 1 method was applied. Process and machinery based data related to 
energy and fuel consumption used for emission calculations through the formula given below (Pekin, 2006; Atabey, 2013; 
Turanlı, 2015). Before carbon footprint calculation, it must be known fuel consumption and emission factor. Emission factor 
can be found in literature (Defra, 2010; Lelyveld and Woods, 2010; Url-1; Url-2). Emission is calculated according to the 
formula 1 is given in below and CF is calculated according to formula 2. 

 
Emission = Energy consumption x Emission factor x Oxidation factor                   (1) 
(Oxidation factor is taken as 1) 
 

CF = Emissions (kgCO2)/ Amounts of annual production (m
3
)                                  (2) 

 

 
3.2.2. Pareto Analysis 
 

Vilfredo Pareto was a 19th century Italian economist and analyzed economic problems using mathematics and this method 
was mentioned as his name and it helps to identify and classify the fault according to percentage significant. He observed 
that 80 percent of the land in Italy was owned by 20 percent of the population. Then. It is a way of evaluating reasons of 
problems to provide an effective solution. This method applies due to 80/20 law in general. Cause and effect diagram is 
useful tool in identifying the major causes. This diagram helps to build a relationship, brainstorming is done with utilizing 
these quality tools to provide an effective solution (Gitlow et al., 2005). Quality   expert J.M. Juran used the rule to quality 
control and shown that 80 percent of problems stem from 20 percent of possible reasons. Pareto diagrams are the 
graphical tool applied in Pareto analysis (Cravaner et al.,1993; Leavengood and Reeb, 2002). Pareto analysis is a method 
which is applied to distinguish reasons from less important ones (Akın, 1996; Ozcan, 2001). Pareto analysis takes the 
procedures in below: 

1. Problems should be identified and then classified 
2. Data are classified according to the problem types. Total values which are in different categories and their 

percentages are defined.  
3. A bar chart was drawn. In this bar graph, while the y-axis demonstrates the totals and percentages, the x-axis 

shows the classified groups. 
4. Pareto diagram is realized to state qualitative totals therefore starting from the upper right-hand corner of the 

first bar (Akın and Oztürk, 2005) (Figure 2). 

 
Figure 2: Pareto Curve (Url-3) 

 

 
While failure modes are shown on x-axis, the frequency or cost are generally shown on y-axis on Pareto diagram. 
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4. FINDINGS AND DISCUSSIONS 

4.1.Particle Board Manufacturing Process 

In this plant, natural gas, biomass (dust, wood chips, fiber, broken plate, etc.) and diesel fuel are using as the main inputs 
for obtaining energy. While natural gas and biomass are using in particle board production process, diesel fuel is consumed 
by transportation equipment (volvo, escalator and forklift) which are using in the field.   Those inputs are primary and direct 
energy sources for particle board production in process. Since diesel value is very low, it is neglected so the main energy 
inputs of the process are natural gas and biomass. The total amount of natural gas and biomass as kWh is 232661527. 
While the ratio of natural gas consumed is about 75 %, biomass ratio is about 25%.  Energy flow diagrams were shown in 
below.  

 
Figure 3: Natural Gas Energy Flow Diagram 

 
Natural gas is consuming in Turbine 4. As a result of the use of natural gas, waste heat releases. The waste heat is 
recovering in electricity, boiling oil, and air drying energy sources. Those sources are named as indirectly energy sources or 
seconder energy sources. So the company produces its own electricity in the plant. 

 
Figure 4: Natural Gas and Biomass Energy Flow Diagram 

 
 
At the same time natural gas and biomass are burned together in the burner to produce energy. As a result of the process, 
waste heat is also emitting. The waste heat is recovering in air drying energy sources. Those sources are called as indirectly 
energy sources or seconder energy sources. 
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Figure 5:  Biomass Energy Flow Diagram  
 

 

 

Biomass sources vary from wood dust, wood chips, bark, emery powder, etc. It is generally consisting of                process 
waste. As a result of the process, waste heat is also emitted. The waste heat is recovered in boiling oil and air drying energy 
sources. Those sources are called as indirectly energy sources or seconder energy sources. 
 

4.1. Application of Pareto Analysis 
 

In this study, CF was calculated for each process sources in particleboard production. Pareto chart was drawn to identify the 
problems which were revealed by the help of 80/20 law. For this purpose, firstly, CF values of every process’ sources were 
enumerated as shown in Table 1. 
 
Table 1: CF Data According to Source 

Serial No Source 
CF 

(kg CO2/m^3 particleboard) 

1 Turbine 4 72.65 

2 Burner 5.42 

3 Chipping 0.62 

4 Coarse chipping storage 0.73 

5 Fine chipping prepration and storage 2.89 

6 Drying 4.43 

7 Dry chipping refining 2.26 

8 Glueing 1.06 

9 Laying 1,01 

10 Pressing 1.85 

11 Sanding 0.98 

12 Common costs 0.36 

13 Compressor 0.71 

14 Boiling oil 0.21 

15 Fire lines 0.01 

16 Turbine 4 boiling exchanger  11.3 

17 Turbine  4drying process 39.4 

18 Losses1 9.3 
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19 Boiler 0,93 

20 Boiling oil boiler 0.60 

21 Losses 2 0.54 

22 Transportation equipment 0.2 

Then enumerated values were sorted from high to low and the total amount of CF was found as seen in Table 2. 

Table 2: CF datas in sorted from high to low 

Serial No Source 
CF  

(kg CO2/m3 particle board) 

1 Turbine 4 72.65 

17 Turbine  4 drying process 39.4 

16 Turbine 4 boiling exchanger  11.3 

18 Losses1 9.3 

2 Burner 5.42 

6 Drying 4.43 

5 Fine chipping preparation and storage 2.89 

7 Dry chipping refining 2.26 

10 Pressing 1.85 

8 Glueing 1.06 

9 Laying 1.01 

11 Sanding 0.98 

19 Boiler 0.93 

4 Coarse chipping storage 0.73 

13 Compressor 0.71 

3 Chipping 0.62 

20 Boiling oil boiler 0.60 

21 Losses 2 0.54 

12 Common costs 0.36 

14 Boiling oil 0.21 

22 Transportati,on equipment 0.2 

15 Fire lines 0.01 

TOTAL 157.5 

In the third step, as seen in Table 3, percent and cumulative percent were calculated for every sources’ of values were took 
place in Table 2.   

Pareto chart was drawn with 3 axes. While y axes in the left side shows CF values, y axes in the right side shows cumulative 
percent and x axes indicates the sources (Figure 6). 
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Table 3: Percent and Cumulative Percent of CF 

Serial No Source 
CF 

(kg CO2/m3 particle board) 
Percent 

(%) 
Cumulative 
percent(%) 

1 Turbine 4 72.65 46.131 46 

17 Turbine  4 drying process 39.4 25.045 71 

16 Turbine 4 boiling exchanger  11.3 7.155 78 

18 Losses1 9.3 5.927 84 

2 Burner 5.42 3.441 88 

6 Drying 4.43 2.813 91 

5 Fine chipping preparation and storage 2.89 1.836 92 

7 Dry chipping refining 2.26 1.433 94 

10 Pressing 1.85 1.173 95 

8 Glueing 1.06 0.673 96 

9 Laying 1.01 0.640 96 

11 Sanding 0.98 0.622 97 

19 Boiler 0.93 0.591 97 

4 Coarse chipping storage 0.73 0.464 98 

13 Compressor 0.71 0.448 98 

3 Chipping 0.62 0,391 99 

20 Boiling oil boiler 0.60 0.381 99 

21 Losses 2 0.54 0.341 100 

12 Common costs 0.36 0.227 100 

14 Boiling oil 0.21 0.135 100 

22 Transportation equipment 0.2 0.127 100 

15 Fire lines 0.01 6E-03 100 

TOTAL 157.5 
  

 

Figure 6: Application of Pareto Analysis according to Relationships between Source and Carbon Footprint 

 

According to the Pareto chart, it was clearly seen that Turbine 4, Turbine 4 drying process and Turbine 4 boiling exchanger 
are the first three sources constitute 78% of the total sources (Figure 6).  

According to the 80/20 law and the results that we obtained in the Pareto chart, the problems are originated from Turbine 
4, Turbine 4 drying process and Turbine 4 boiling exchanger. While these causes of three sources are 22% of 22 sources, the 
first three sources occur 78% of total sources. 
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5. CONCLUSION 

In this study, it was demonstrated that the total amount of 3 sources which take place in sequences of 22 sources in the 
process correspond to 78% of total amount of the sources with Pareto chart by the help of 80/20 law.  So it can be 
suggested some improvements primarily for these 3 sources which are called Turbine 4, Turbine 4 drying process and 
Turbine 4 boiling exchanger. It can be offered that these sources may consume biomass energy instead of natural gas as an 
energy source. Besides, other renewables such as sun panels can be used as an energy source. Some best available 
techniques (BAT) can also be recommended. These techniques are explained below (Federal Environment Agency, 2011; 
BAT, 2014): 

-Staff must be trained to improve environmental awareness periodically  

-Environmental management system must be applied for control of procedures and carry out responsibilities by personnel 

- Equipments’ maintenance must be provided regularly 
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ABSTRACT 
It has been shown that Concrete increases in strength with age after setting. The strength at a particular age can be further increased by 
suitable curing of the concrete while it is maturing. Such curing comprises the application of heat and/or the preservation of moisture 
within the concrete. In this research work, an attempt has been made to study the influence of elevated curing temperature on mechanical 
properties of concrete. Mechanical properties such as comprehensive strength and pullout strength were investigated. Concrete 
Specimens were cured under three different temperatures and curing age 300C, 600C and 1000C and 7, 14 and 28 days respectively. 
Compression test and pull out test were conducted on concrete cubes. The results showed strong positive relationship with correlation 
coefficient 0.779 between number of days and strength of concrete and the P–value 0.004 implies that the relationship is significant at 5% 
level while the coefficient of Determination (COD) indicates that number of days have 60.75% effect on strength of concrete. Correlation 
coefficient 0.932 with a P-value 0.013 and COD of 86.79% indicate that temperature has a very strong effect on strength of concrete. The 
regression analysis showed a unit increase in temperature will lead to 0.062 N/mm2 increase in the strength of concrete. However the rate 
of concrete strength at the increase in temperature is lower than the increase in number of days, this implies a tendency for concrete to be 
weak in future with increase in temperature especially above boiling point. 
 
Keywords: Concrete, curing, compressive strength, pullout strength, elevated temperature. 
 

1. INTRODUCTION 

Mixture of coarse aggregate, fine aggeregate, cemententious material and water in suitable proportions, placed and 
compacted wherever required, solidifies after a lapse of time into what is known as concrete. Concrete is one of the major 
materials often used for construction work. Concrete is expected to function for its expected life span without loading, 
fatigue, weathering, abrasion and chemical attack. Many researchers have proved that most of the qualities desired of 
concrete benefit by increased compressive crushing strength, such as strength in tension, shear, resistance to weathering, 
abrasion and wear and impermeability, these are classified as hardened properties of concrete. Exceptions to this rule are 
lightness and thermal insulation. The properties of fresh concrete though important but cannot be compared to the 
properties of hardened concrete which is retained throughout the entire life span of the concrete. These properties are 
however requiring of concrete structure for different purpose and occasions: Among the important strength test to be 
carried out in this study are the compressive strength test and the pull out test. 

Compressive strength is the capacity of a material or structure to withstand loads tending to reduce size. In other words, 
compressive strength resists compression (being pushed together) by definition, the ultimate compressive strength of a 
material is that value of uniaxial compressive stress reached when the material fails completely. The compressive strength 
is usually obtained by means of a compressive test. Compressive strength is one of the most important engineering 
property of concrete which designers are concerned of. The test requisite differ country to country. The compressive 
strength of concrete are used to determine the concrete mixture and meet the strength requirement of a specific job. It is 
calculated from the failure load divided by the cross-sectioned area resisting the load. 

mailto:kemiolan@yahoo.com


2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.19-23             Olanrewaju, et al. 

____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.565                                             20                                                       PressAcademia Procedia 

 
 

  σ = F/A    where F = Load applied (N),   A = Area (m
2
)      

Generally speaking concrete used for residential purposes is around 17 MPa (MegaPascals), around 28 MPa for commercial 
uses, and as high as 70 MPa for other specified applications. The tests are required to determine the strength of concrete 
and therefore its suitability for the job. Pullout strength of hardened concrete is by measure the force required to pull an 
embedded metal insert and the attached concrete fragment from a concrete test specimen or structure (ASTM 900-01). 
The insert is either cast into the fresh concrete or installed in hardened concrete. Pullout tests are used to determine 
whether the in-place strength of concrete has reached a specified level. In addition, post- installed pullout tests may also be 
used to estimate the strength of concrete in existing constructions. 

There are factors which have the greatest effect upon this strength of concrete, among them are the cement to aggregate 
ratio, the compaction, the water to cement ratio of the mix and the method of curing. Curing according to Chithra and 
Dhinakaran (2014) is the process in which the concrete is protected from loss of moisture and kept within a reasonable 
temperature range. It can also be defined as providing adequate moisture, temperature, and time to allow the Concrete to 
achieve the desired properties for its intended use. Curing plays an important role on strength development and durability 
of Concrete, as it serves as key player in mitigating cracks which brutally influence durability. Curing conditions according to 
Chithra and Dhinakarah (2014), as strength gain is significant in the curing phase. Inappropriate curing may result into 
carbonation at early stage and reduces PH levels. In a bid to obtain good and high quality concrete certain measures have 
to be introduced to ensure good quality of curing process. The objectives of this research is to investigate the effect of high 
curing temperature on compressive and pull out strength of concrete cubes. The concrete behaviour at elevated curing 
temperature is of concern in predicting the safety of building and construction in response to current global warning 
conditions.  

Many researchers in the field based on the field based on the available Literatures, focused on curing method, and 
performance of concrete after curing. However, few studies examine the effect of elevated curing temperature on strength 
properties of concrete. Mundle (2014) observed that the compressive strength increase after 72 hours of exposure to an 
elevated temperature up to 150

o
c and after that the compressive strength of a concrete decreases with increasing 

temperature. Investigation by Eliverly and Evans (1964) confirmed that concrete specimens mixed in normal temperature 
and cured under high temperature (40

0
c) have higher compressive strength than those mixed and cured under normal 

temperature. Cebeci (1987) states that concrete cured in water within (37
0
c), is of higher strength up to 90 curing days and 

lower strength (360 days) compared with concrete cured within (17
0
c). Konstantin et al. (2000) determined in their 

research that the compressive strength at 30
0
c increases with time much faster compared to 20

0
 curing. 

Cecconello and Iutikian (2012) investigate the effect of high curing temperature on concrete up to 14 days. The results 
reveal that concrete casted and cured at lower temperature develop strength slowly but later improves after 14 days: and 
the strength of concrete casted and cured at higher temperature readily gain strength but later reverse after 14 days. 
According to Selman (2001) compressive strength of concrete mixed and cast at temperature not exceeding (29

0
c) and 

moist cured under hot weather for 7days, increases as the curing temperature is increased up to 90 days. The increase 
ranges between (4-22%) with respect to mixes cured at normal weather condition. Lo et al. (2009) Investigates effect of 
curing at higher temperature on compressive strength and carbonation depth of Pozzolaure structural lightweight 
concretes and pulverized Fuel Ash- and Silica Fumes incorporated lightweight. Concrete with PFA and SF as a cement 
substitute up to a percentage of 70 were compared. Results show PFA and SF incorporated concrete had greater strength 
under accelerated curing condition than under normal curing condition, but OPC mixes showed a different result that they 
gain higher strength under normal curing and lower strength under accelerated curing when compared with the former.  

2.  MATERIALS AND EXPERIMENTAL METHODS 

2.1.Cement 

Dangote ordinary Portland cement (OPC) was used  throughout the experimental study. The cement complied 
with BS 12 and ASTM C150- standard specification for Portland cement. 

2.2 .Aggregates 

The importance of using the right type and quality aggregates cannot be overemphasized. The fine and coarse aggregates 
cannot be over emphasized. The fine and coarse aggregates generally occupy 60-75% of the concrete volume (70-85% by 
mass) and simply influence the concrete’s freshly mixed and hardened properties, mixture proportion and economy. The 
coarse aggregate used was crushed granite chippings obtained from RatCon quarry site along Lagos/Ibadan expressway 
with size not greater than 20mm. The fine aggregate used was natural sand and not greater than 4.75mm. 
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2.3.Specimen’s Preparation  

The batching of the specimen was by weighing the constituent materials according to the adopted mix ration of 1:2:4. This 
ratio was adopted throughout with 0.55 water cement ratio. The mixing of the concrete specimen was done mechanically 
after which the slump and compacting sector test were carried out before casting into cube molds of 150mm x 150mm x 
150mm in approximately 50mm layers with each layer given 35 strokes of the tamping rod. Specimen were held in the 
laboratory at an atmosphere of more than 95% relative humidity and ambient temperature, i.e. 25

o
c before the cubes were 

demolded after 24 hours and the specimens oven cured at 30
o
c, 60

o
c and 100

o
c for 7days, 14days and 28days. 

2.3.1.Test on the Concrete Samples  

Tests on fresh concrete samples obtained as follows 

Slump Test   75.0mm 

Water cement ratio                  0.55% 

Mix proportion   M2O 

Mode of mixing   Mechanical 

Method of curing  Immersion in water 

2.3.2.Flow Chart for Lab Work  

Figure 1: Flow Chart for Lab Work 

 

 

    

 

 

 

 

   

                                 

 

     

   

 

2.4.Testing Procedures 

2.4.1.Compressive Strength Test 

For the compressive strength test, a set of three standard cubes of 150mm x 150mm x 150mm size were texted using 
Electrically operated hydraulic compression machine with capacity of about 300KN. These were dance at different 
temperature 30

o
c, 60

o
c and 100

o
c and at 7 days, 14days and 28days of curing. Compressive strength of any material is 

defined as the resistances to failure under the action of compressive force especially for concrete, compressive strength is 
an important parameter to determine the performance of the material during severe conditions. It is calculated by dividing 
the failure load with the area of application load. 

 Compressive strength (Ʊ) =                   Failure load (KN) 

                              Area of application of load (mm
2
)    

Batching of the Specimen 

Casting of the specimen into cube mould 

moUld                                             

 

 

 

 

Remove from Mold after 24 hours 

   Specimen oven cured at 30
o
c, 60

o
 and 

100
o
c temperature for 7, 4 and 28 days 

Placed at room temperature  

Testing 

Mixing of the Specimen 
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2.4.2.Pullout Test 

Pullout tests are used to determine whether the in-place strength of concrete has reached a specified level so that, other 
activities can proceed e.g. post-tensioning, termination of winter protection and curing. In addition, the strength of 
concrete is existing constructions may also be estimated using post-installed pullout tests. 

The materials and tools used are: 

(a) Pullout testing machine 
(b) Concrete cone embedded with specially shaped steel rod. 

The specimen is placed in the machine with the threaded shape from the embedded head attached to the machine. This is 
tie down by means of bearing plate& bearing ring after which the tension force is applied through the threaded shaft on 
the specimen. The reading on the calibration on the machine at the point threaded shaft detach itself from the specimen 
divided by the idealized area of frustum or area of specimen gives the pullout strength of that specimen. 

3. RESULTS AND DISCUSSION 

It is clear that the compressive strength pullout strength increases with curing days and at elevated curing temperature up 

to 100
0
c. The result is better shown in figure 1. The line graph shows upward strength in different days at different 

temperature. 

Table 1: Average compressive strength and pullout test result. 

Days Temperature Pullout 

 30
o
c 60

o
c 100

o
c  

7 days 12.99 11.87 15.15 31.7 

14 days 13.22 15.3 18.66 41.82 

28 days 16.64 20.09 24 41.97 

   
Figure 1: Line Graph Of Relationship Between Strength Of Concrete And Number Of Days At Different Temperatur

 
 

Table 2: Two-Way Analysis of Variance (ANOVA) 

Source of 
Variation 

 
SS 

 
df 

 
MS 

 
F 

 
P-value 

 
F crit 

Temperature 30.34 2 15.17 6.30 0.058 6.944 

Days 71.45 2 35.72 14.83 0.014 6.944 

Error 9.63 4 2.41    

Total 111.42 8     
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Table 2 shows that Temperature F- value is 6.30 with the degree of freedom 2 and 4, and the p-value 0.058 which is higher 

than 0.05 (level of significant); hence, strength of concrete across different temperature are not significantly different. For 

Number of days, the F- value is 14.83 with the degree of freedom 2 and 4, and the p-value 0.014 which is less than 0.05 

(level of significant); hence, strength of concrete across different Number of days are significantly different. 

Table 3: Correlation Table between Number of Days and Strength of Concrete (Pull out) 

 

 

 

The correlation coefficient 0.779 shows that there is a fairly strong positive relationship between Number of Days and 

Strength of Concrete and the p- value 0.004 implies that the relationship is significant at 5% level while the coefficient of 

Determination (COD) indicated that Number of Days has 60.75% effect on strength of concrete. 

Table 4: Regression Analysis of the Relationship between Strength of Concrete and Temperature 

Coefficients Standard Error T Stat P- value 

Intercept 13.10 0.313 0.015 
Temp 0.06 0.005 0.048 

 

Table 4 above shows the regression analysis result which depicts that the Strength of Concrete = 13.10 + 0.062 
Temperature. The regression equation shows that the strength of concrete will be 13.10 N/mm

2
 at 0

o
C  and a unit increase 

in temperature will lead to 0.062 N/mm
2
 increase (impact) in the strength of concrete. 

4. CONCLUSIONS 

Based on the results and discussion presented above the following conclusions can be drawn  

 At 7 days, 14 days and 28 days the strength of concretes cured at 100
o
c are more greater than cured at 30

o
c and 60

o
c. 

Also the concrete cured at 60
o
c is greater in strength than concrete at 30

o
c. 

 The increased average strength of concrete with increase in temperature is lower than the increase average strength 
of concrete with increased in number of days (see Table 1). Therefore, it shows tendency that there will be weak 
concrete in future with increased temperature. 

 From Table 2, the p- value show the strength of concrete across different temperatures are not significant to that of 
strength of concrete across different number of days 

 The regression analysis slowed a unit increases in temperature will lead to 0.062 N/mm
2
 increases in the strength of 

concrete. 
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ABSTRACT  
Demand on energy from alternative fuels are growing rapidly due to depletion of fossil fuels and global warming crises. Biodiesel instead of 
conventional petroleum diesel, is a non toxic, biodegradable and renewable fuels.  Therefore, biodiesel can be considered as a promising 
liquid fuel for transport sector. Among the routes of  biodiesel synthesis, the most commonly used are transesterification of oil feedstocks 
and esterification of free fatty acids, in which these are carried forward in the presence of a catalyst. In transesterification process, a large 
majority of feedstocks come from vegetable/edible oil, as the first generation biodiesel feedstocks, in many regions of the world. The use 
of edible oils is not convenient in production of biodiesel due to insufficient amount of edible oil feedstocks and demand for food materials 
in the world.  When it is thought that over 70% of price of biodiesel includes cost of feedstocks, use of cheaper and more sustainable 
resources have become inevitable.  Waste cooking oil and algae oil, which have not been used as food sources, are termed as second 
generation feedstocks and seem more attractive and promising for biodiesel production. In addition to raw material source, the type of 
alcohol and catalyst also affects to price  and quailty of biodiesel.  Since biodiesel is a process includes sustainable technology, all inputs are 
investigated in terms of usability, sustainability and eco-friendly. The aim of this study to give an overwive  on the biodiesel production in 
that select of the most effective and available feedstocks and summarize the recent development and innovation in the production 
process. 
 
Keywords: Biodiesel, raw materials, oil, catalyst, innovation  
 

 

1. INTRODUCTION  

In recent decades, increasing human population and industrialization around the world led to depletion of fossil fuels and 
emergence of energy crisis. Furthermore scarcity of fossil fuels reserves and occurrence greenhouse  gases through the use 
of fossil fuels have made  alternative fuel  resources  more attractive for the future. Among the renewable energy 
resources, biodiesel is the most common alternative energy instead of conventional diesel.  Biodiesel has gained attention 
recently  due to its biodegradability, lack of sulphur, non toxisity, renewability and positive properties compared to 
petroleum diesel (Avhad and Marchtti, 2016; Tabatabaei et al., 2015).    

It is derived from transesterification and esterification of edible or non edible oil and animal fats with short chain alcohols 
such as methanol and ethanol in presence of a catalyst. As shown in Figure 1, transesterification is a multi-step reaction; 
Triglycerides are converted to diglycerides, diglycerides are converted to monoglycerides and then monoglycerides are 
converted into biodiesel and glycerine as by-product. There are three important inputs in this reaction. The oil source that 
accounts for majority of biodiesel cost; the second is the type of catalyst that accelerates the reaction and improves 
biodiesel efficiency, and finally the alcohol sources.  

The most widely used type of catalyst in the commercial production of biodiesel is homogeneous basic catalysts, KOH and 
NaOH. Methanol is used as a reactant because of its cheap and easy availability. A wide variety of edible cooking oils are 
used as an oil source such as sunflower oil and canola oil for commercial production of biodiesel. In this study, recent 
studies and innovations in biodiesel production have been reviewed and summarized through the raw material sources. 
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Figure 1: General Equation of Transesterification (Lima et al., 2016) 

 

2. RAW MATERIALS FOR BIODIESEL PRODUCTION 

Transesterification process  is one of the most widely used method in the commercial production of biodiesel. This reaction 
takes place between triglycerides with alcohols having 1-8 carbon atoms in the presence of a catalyst. The raw materials for 
biodiesel production are triglycerides and short chain alcohols. In addition to them, catalysts also play an important role in 
transesterification reaction. It can be concluded that there are three major materials which affect on biodiesel production 
in that its quality and cost.  Among these materials, oil feedstock is the most important one since it plays decisive role in 
terms of cost of biodiesel.  

2.1. Oil Feedstocks 

Currently, majority of the biodiesel production is from edible oil (more than 95%)  (Ahmia et al., 2014).  Table 1 shows 
classification of sources of biodiesel. In generally, oil sources  are categorized in three groups: edible oil as 1st generation, 
non edible oil as second generation and other sources.  

Table 1: Classification of the Raw Materials for Biodiesel Production  (Verma et al., 2016) 

Edible oil (1st generation) Non edible oil (2nd generation) Other sources (3rd generation) 

Soybean oil Jatropha oil Waste cooking oil 
Rapeseed oil Jojoba oil Fish oil 
Sunflower oil Rubber seed oil Microalgae 
Palm oil Milk bush oil  Animal fats 
Canola oil Linseed oil Chicken fat oil 
Corn oil Neem oil  

Castor oil Tall oil  

Leading countries around the world for  biodiesel production are USA, Brazil, Germany, France and Argentina. In the US, 
soybean oil is still the largest biodiesel raw material.   In Europe, canola oil is primary raw material in 2015. Rapeseed in 
Canada and palm oil in Southeast Asia are also used in biodisel production (Falch et al., 2016; Ahmia et al., 2014).  The 
choise of raw materials for biodiesel depends on  some parameters: (1) avail-ability of land, (2) cultivation practices, (3) 
energy supply and balance, (4) greenhouse gases, (5) logistics costs, (6) soil erosion and fertility, (7) direct economic value 
of the feedstocks (Bhuiya et al., 2016). Since rapeseed produced so much as to export in Europe,  is commonly used in 
Europe in biodiesel production. Likewise, US and the other countries also use edible oils in the production of biodiesel, 
which are available for production on their own soil (Verma et al., 2016).  However, usage of edible oil for production 
biodiesel competes with the  use of land for food production and lead to increasing price of oil and causes food scarcity all 
over the world (Mardhiah et al., 2017; Chehetri et al, 2008, Verma et al., 2016). Non edible oil sources needs to be provided 
in biodiesel production for economical and environmental benefits. New generation biodiesel also known 2nd generation, 
produced from non edible oil such as Jatropha oil, microalgae oil or waste cooking oil. Utilization of renewable feedstocks 
provide sustainability for biodiesel and reduce the cost of biodiesel production by 60 – 90% (Baskar et al., 2016). Although 
microalgae and waste cooking oil are seen other sources as 3rd generation from Table 1, these sources are also regarded as 
the 2nd generation biodiesel feedstocks in literature (Bhuiya et al., 2016).  

Microalgae as new generation raw materials for biodiesel is an important alternative due to be able to grow in any 
environmental conditions and its high oil yields.  Microalgae can play an important role in solving the problem between the 
production of food and biofuels in the near future. The advantages of microalgal biodiesel are : (1) contains no sulpur, (2) 
non toxic, (3) highly bio-degradable, (4) reduce carbon emissions (Demirbaş et al., 2011).  Petvoy et al. (2012) reported that 
despite of the fact that algal biomass converted into their esters, algal biomass is much more expensive to produce 
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biodiesel. So, researchs on the algal biodiesel focused on the economic viability of the algal biomass. From literature, it is 
seen that algal biodiesel will be one of the most important alternative fuels as long as it is economically healing. 

One of the other promising raw material is waste cooking oil which has high potential for biodiesel production. Research 
shows that about 380,000 tonnes of waste cooking oil are produced in the US and 700,000 - 1,000,000 tonnes / year in 
Europe. Approximately 1.7 million tons of vegetable oil is consumed annually in Turkey, and a serious waste oil is generated 
(http://www.cygm.gov.tr). By using these oils as biodiesel resources, undesirable contaminant wastes are removed in an 
environmentally friendly way, while at the same time the dependence on edible resources in biofuel production will be 
reduced (Maneerung et al., 2016; Mohammadshirazi et al., 2014). Al-Hamamre et al. (2014) reported that the use of edible 
oils in biodiesel production affects approximately 70-95% of the cost of biodiesel. Therefore, minimizing the cost of raw 
material is a very important advantage for cheap and effective fuel production. 

2.2. Alcohol Feedstocks 

Transesterification is a reversible reaction and contains stoichiometrically 3: 1 alcohol to oil. However, excess alcohol is 
used in the reaction since using of excess alcohol pushes the reaction towards the products. Methanol as a cheap alcohol 
source is widely used because of its physical and chemical properties suitable for transesterification. But methanol has a 
low boiling point and the risk of explosion is very high. Methanol and methoxide are very dangerous substances that must 
be handled with care (Stamenkovic et al., 2011). Because of this, ethanol can be seen as an alternative to methanol due to 
its easy production and availability (Anastopoulos et al., 2013). The use of ethanol instead of methanol in the 
transesterification reaction is a promising step because  it can be produced from agricultural renewable sources and has 
less toxicity than methanol. 

2.3. Catalysts For Biodiesel Production 

Transesterification is carried out by catalytically in order to increase reaction rate. Homogeneous catalysts such as NaOH, 
KOH, H2SO4 are applied in conventional commercial methods. These type of catalysts have high yield in a short time in 
transesterification reaction.  However, the steps such as washing and purification in homogeneous process increase the 
production cost. In addition, by using homogeneous catalysts  it is seen that  presence of K / Na traces in the biodiesel and 
reduce product quality (Semwal et al., 2011).  The main disadvantage of homogeneous catalysts is generation of large scale 
waste water from the washing process. For these reasons, research have been based on new technologies in terms of 
enviromentally, economically and reducing problems just mentioned.  

According to free fatty acid contents of oil, asidic or basic catalysts are used.  The amount of free fatty acids content in the 
oil is the determining parameter for the use of acidic or basic catalyst. When the free fatty acid content is too high, the use 
of basic catalyst causes the formation of soap, which is undesirable (Endalew et al., 2011). On the contrary, it is suitable to 
use an acidic catalyst in this case. But the reaction rate is quite slow. 

One of the recent developments in the production of biodiesel is the design of heterogeneous catalysts that are more 
active, produced from alternative cheaper feedstocks and to be reusable.  

The most important advantage of heterogeneous catalysts is lifetime of the catalysts which is longer than homogeneous 
catalysts in biodiesel production. This feature is related to stability of the crystal structure which of the catalytic surface. 
The poisoning and leaching of the catalyst during the reaction led to change the physical properties as well as deactivation 
of the catalyst. For this reason the catalyst must be properly formulated (Yan et al., 2010). 

Table 2. shows that effect of the different type of oil, catalyst and alcohol on the biodiesel production. As it seen, 
heterogeneous catalysts exhibit competitive activity with homogeneous catalysts. CaO-based catalysts are widely used 
because of their long lifetime, exhibit high activity, and operate under moderate reaction conditions. CaO has also attracted 
attention due to obtained from waste, eggshell and mollusk shells in natural and inexpensive ways (Borgez et al., 2012). 

Table 2: Summary of Raw Materials Used in Biodiesel Production in the Literature 

Process  Catalysts  Type of oil  Type of alcohol  Yield, % References  

Homogeneous  KOH Freshwater algae Ethanol  - Vijayaraghavan 
et al., 2009 

Homogeneous H2SO4 Microalgae  Methanol  - Miao et al., 
2006 

Homogeneous NaOH, KOH Frying oil  Ethanol  74 Encinar et al., 
2007 

Heterogeneous  MgFe2O4@CaO Soybean  oil Methanol 89 Liu et al., 2016 
Heterogeneous  CaMgO Rapeseed oil Methanol  85 Zakaria et al., 

http://www.cygm.gov.tr/
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2012 
Heterogeneous  Mg–Al hydrotalcite poultry  fat Methanol 98 Liu et et al., 

2007 
Heterogeneous  Lipaz  Palm oil  Ethanol  82 Raita et al., 

2010 
Heterogeneous  Li-CaO Jatropha curcas oil Methanol 100 Endalew et al., 

2011 
Heterogeneous Dolomite  Canola  oil Methanol  92 İlgen, 2011 
Heterogeneous Ca/Al/Fe3O4 Rapeseed oil Methanol  98 Tang et al, 

2012 
Heterogeneous rice husk Many kinds of oils Methanol  94 Roschat et al., 

2016 

3. CONCLUSION 

Biodiesel is produced under different conditions by using a wide variety of oil feedstocks. But physical properties,  
environmental and economic efficiency of the oil are important effects on biodiesel production. The importance of 
biodiesel raw materials is inevitable especially considering the environmental and economic consequences. For this reason 
microalgae oil and waste oil are promising as future generation raw materials for biodiesel production.   The current studies 
are about increasing the oil yield of microalgae and making them more commercially viable. Using  waste oils in the 
production of biodiesel draws attention due to the fact that  wastes are disposed as an environmentally friendly way and 
dependence on edible oils is reduced considerably as well. Alcohol, another raw material in biodiesel production, is based 
on methanol and ethanol in the literature. Ethanol has advantages over methanol because it can be biologically produced. 
But the ethanolysis reaction has not yet been fully investigated. Heterogeneous catalysts used in transesterification attract 
attention  because of their being environment friendly, easy to find, reusable and cheap.  
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ABSTRACT 
In this study, the past, present  and the future of ınnovation process in  IGDAS (Istanbul Gas Distribution Industry and Trade Incorporated 
Company), which has been operating for 30 years as the biggest company of the intercity natural gas distribution sector of Turkey, are 
mentioned. In this regard, it can be expressed that it is also mentioned in a few published studies that include experiences with regards to 
collecting suggestions from internal and external resources on job development in the service sector related to electric, water and gas 
distribution ( utility sector ), and solving some problems, evaluating them, giving feedback, their implementation and awarding stages.  In 
the notice, it was aimed at publicizing the company with its main field of activity, development, and some awards received, and afterwards, 
its innovation journey starting from the 2000s was explained via a case study approach, step by step, detailed under each title. 
 

Keywords: Innovation, energy, natural gas, IGDAS 

 

1. INTRODUCTION 

Istanbul Gas Distribution Industry and Trade Incorporated Company (İGDAŞ) was founded on December 25, 1986, with the 
clear intent of saving Istanbul from air pollution, to conduct the intercity natural gas distribution works. Infrastructure 
works oriented towards this goal were conducted by the SAE consortium formed by French Sofregaz and Turkish Alarko 
companies, and natural gas started to be used in 1992. The ratio of sulfur dioxide in the air at that period, 219 
micrograms/m

3
, was threatening the human health, however, it caught a downwards trend as natural gas usage became 

widespread, and the ratio reached 20 micrograms/m
3
 in the beginning of 2000s, the limit level determined by the World 

Health Organization (WHO). As a result of the increased population in the city, energy consumption has increased in 
relation with the need for heating since the 1990s. Even though this was followed by the increasing number of vehicles and 
exhaust gas emissions, the above-mentioned ratio of sulfur dioxide has been kept at the single-digit level. This is a 
praiseworthy success. In a research conducted by Price Waterhouse Coopers (PwC) and an NGO called Partnership for New 
York City, in which the world’s leading metropolises were evaluated under business life, daily life and innovation categories, 
Istanbul was successful to become one of the three metropolises with its air quality. 

İGDAŞ, within the framework of the “sustainability” concept that it emphasizes both on its mission-vision and among its 
values, has been proceeding to become the flagship of the sector with its infrastructural investments and increasing 
number of subscribers, and has become a role model company in Turkey its sector with its maturing corporate model. As 
transparently shared from our website for years (Activity Report - 2015), more than 6 million BBS (number of independent 
units) subscribers are provided with 5.5 billion m3 of natural gas annually, via a natural gas line that is approximately 17.000 
kilometers long, in a high quality, uninterrupted, and safe way. As a result of this, it has been among the top 20-30 
companies of the biggest 500 companies of our country for the past 5 years. The concept of quality adopted by İGDAŞ has 
not only allowed the institution to ensure customer satisfaction, but also contributed to its becoming a structure that 
foresees continuous improvement and encourages employer motivation, and together with the understanding of quality it 
internalized with the participation of all its employees, the company adopted as a principle to evaluate the concepts of 
environment and work safety in a holistic manner.  

It took the first step in its journey towards excellency by signing the goodwill declaration with KalDer (Turkey Quality 
Association) in 2007, with the aims of proceeding in accordance with its vision and strategic targets, focusing on the 
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fundamental requirements and needs of its shareholders, forming future-oriented scenarios by determining their short- 
and long-term priorities, and managing the risks that may occur accordingly. İGDAŞ revealed its success with regards to the 
applied management model especially in the evaluations conducted by KalDer based on the EFQM (European Foundation 
for Quality Management) Excellence Model, by receiving 4 stars in 2009 on Competence in Excellence, Success Award in 
2010, and National Quality Grand Award in 2011 in the Large-Scale Businesses category. The process was crowned with the 
Sustainability Excellence Award received in 2015.  

So as to add  value for the shareholders, works are monitored with an approach that is suitable with the logic of strategic 
planning, in relation with strategies, key performance indicators ( KPI ), activities, and process performance indicators 
concepts, studies to comply with customer satisfaction and corporate social responsibility principles are supported with 
survey results. Thanks to the different practices in relation with the process monitoring methodology and innovation works, 
these successes were crowned with the recently received 2011 Best Call Center (IMI Conferences), Corporate Social 
Responsibility Sustainability, and 2013 Company Adopting Customer Satisfaction As A Principle (Republic of Turkey, Ministry 
of Customs and Trade) awards.  Moreover, the corporate maturity of İGDAŞ was openly proven with the Non-Public 
Company with the Highest Score Award received from Turkish Corporate Management Association in 2013, based on the 
rating about corporate management policies. 

At this point, as mentioned at BUYEM (2014), intrapreneurship is an entrepreneurship approach maintained by all human 
resources in an established system and a functioning structure, and it is fundamentally an in-house open innovation 
approach.  In this regard, the studies whose details are explained below and which were conducted within the framework 
of the strategical aim of strengthening the knowledge and technology leadership (technology, know-how, design, 
innovation) of İGDAŞ by improving its Innovation and Design capacity, which is among its strategical aims, provided added 
value in achieving the above-mentioned successes. 

2. IGDAS INNOVATION JOURNEY 

2.1. Everyone’s Opinion is Valuable 

As expressed by Kırım (2012), when innovation is considered, what is meant is not always the radical, Silicon Valley-style 
innovations. Any company in any sector should have a command on various types of innovation that they can put into 
effect in different situations and succeed, and especially the conditions under which these types give the best solutions. 
Starting from a similar point of view, suggestions began to be collected in 2001 so as to solve some problems faced during 
the business processes. Main logic here is the assumption that the person who conducts his/her work in the best way is the 
one who knows about it the most, and that he/she is the first one to encounter the problems and search for solutions. The 
environment in which the verbal ideas would, so to speak, evaporate in the beginning turned into a process in which 
written suggestions were collected, evaluated by a commission, and improvements, although gradually, started to be made. 
In this 3-year period, coordination was ensured by an administrative unit, and as the main area of activity of the company is 
natural gas distribution and as the received suggestions dominantly have a technical nature due to the technical 
background of most of the employees, the business was required to be conducted under the responsibility of a technical 
unit. 

2.2. Suggestion Evaluation 

From Adair’s (2008) point of view; while innovation is organizationally a natural human activity, it should be as voluntary 
and planned as possible. If you fail to plan, you plan to fail. Based on the internationally accepted reality, one can suggest 
that an organization that avoids to face change or does not need innovation is doomed to stagnate, decay and, finally, die. 
Just as the trees start to die from the top, this saddening process in the companies starts from the top management and 
spreads towards those in the sub-levels. Managerial leaders are needed for a beneficial change program. Change swiftly 
increases the need for leaders. Leaders are those that will ensure change. Even though innovation is a natural process, it 
becomes more effective when led appropriately. This means that change shall be welcomed, planned, controlled, 
monitored, and most importantly, led in accordance with the aims of the organization. As stated in section 2.1., some 
technical problems could be solved thanks to the approach of a technical department that speaks the same language, and, 
when a possible resistance towards change is considered, the fact that the top management spread the change towards the 
employees, in the meaning of mentality, starting from itself, and made it systematic. In the period between 2004 and 2006, 
the number of the suggestion evaluation meetings increased, and the foundations of an archive, although manually, were 
laid. 

2.3. Suggestion Follow-up System 

Drucker (2003), who has various studies on innovation, defines the concept of innovation management as “the activities 
companies perform so as to conduct innovation under control within a process by activating both the unorganized and 
complex structure and their managerial activities in order to comply with the internal and external changes”. When used by 
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itself, the concept of innovation may express the process, however, the concept of innovation management expresses the 
controlling of innovation by means of managerial activities during implementation. Since 2006, advancement was 
contributed when a unit that is in close relation with the company plans, has both technical and administrative features 
when it comes to know-how, and that reports to the company’s top management. The support of the top management 
allowed the problem of encountering some negativity during the implementation stage of the accepted suggestions to be 
solved faster. 

2.3.1. Solution at Work Practice 

Even though quality was increased thanks to the monthly suggestion-specific evaluations conducted by specialist assessors, 
if the desired number of suggestions were not reached, the following method may be applied: All employees may be asked 
via a letter written directly to the personnel by the top management (general manager of CEO) for a certain period of time 
(30-45 days, for instance) whether they have suggestions with regards to their own job. Thomas et al. (2000) expresses in a 
study that the objectives of the innovation process in companies may be listed as follows: 

• Ensuring structural attitudes for systematic and continuous innovations, 

• Defining environmental and legal possibilities and determining the ideas that may lead innovation, 

• Determining financial and strategic objectives in order for the innovation effectiveness of the company. 

With the Solution at Work project implemented in 2008, the results expressed in articles 1 and 2, namely the annual 
number of collected suggestions, were achieved in a short period of time - 1 to 2 months. At this point, the personnel 
desired not only to express the suggestion in black and white, but also verbally, in front of the team that evaluates it, and 
this was implemented. 

2.3.2. Digital Infrastructure Installation 

When Özdaşlı’s (2006) approach is considered, innovation process in organizations should not be left to coincidences, but 
be planned and foreseen. In order for innovation to be managed, it is required to determine and plan objectives that are 
really related to innovation, and the related plans to be implemented. So as to manage innovation in a planned way, it shall 
be realized that innovation is a process, and the stages of creating and obtaining new ideas in this process, as well as the 
stage of implementing these ideas shall be organized well. An innovative movement systematically implemented for 
companies may be effective. In this regard, especially within the scope of the EFQM excellency model works mentioned in 
the introduction part, companies experienced on innovation were visited on-site so as to learn and compare, and as a 
result, it was decided that a system shall be established, which is able to follow-up on the system from end to end, whose 
evaluation criteria were determined, feedback logic is settled, and which will also support the corporate memory. 
Therefore, a more professional process management is aimed at. Thanks to an easily usable-widespread module that is 
compatible with the digital system used within the company, the suggestions entered into the system are, if necessary, are 
pre-screened based on the announced criteria (compatibility with the main field of activity, added value to the company 
activities, originality, etc.). As a result of the evaluation meeting, the correspondence with the relevant units, award 
process, etc. information is recorded. Therefore, such a software support both supports the formation of innovative ideas 
and enables the managing of ideas with a portfolio logic. 

2.3.3. Innovation Volunteers’ Team 

In the Uzkurt’s (2008) work, Morgan argues that an innovative organizational culture can only be developed by means of a 
cultural change and transformation. O’Reilly, on the other hand, lists the necessary activities for such a change and 
transformation as follows:  

• Ensuring employee participation in the process, 

• Developing a management understanding that supports and motives change, 

• Evaluating the internal and external information, and  

• Establishing a comprehensive award system for the change-related activities. 

Especially with regards to the issues mentioned in the first two articles, an announcement was made to all units and all 
stages, and an “Innovation Volunteers’ Team” was formed with representatives from all units - from operators to 
managers. In order for the team to speak the same language, training was received about the subject, and suggestion 
evaluation works started to be conducted more systematically by means of this team. 
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On top of that, as the information and culture level on the subject increased, the team organized works with special groups 
formed within themselves as with a project logic, on specific issues determined by the top management, and reported the 
results to them. Therefore, steps were taken not only towards gradual, but radical innovation. 

2.4. Innovatıon Management System 

Starting from the phenomenon of “change is the only constant”, the established systems shall be improved in time, and be 
made more answerable to developing needs. In accordance with the demands of the employees that supported the 
innovation system with their suggestions and the ideas developed by the innovation volunteers, a new digital infrastructure 
was established in 2012, which is much more developed when compared to its 2008 version, through which the owner is 
able to follow up on his/her suggestion at any stage, by which repetitive/similar suggestions are detected and grouped 
more easily, and which has a pool  that can be re-evaluated when the conditions change, even when the given suggestions 
were not accepted due to various reasons. In this period, the team of assessors that change based on the idea continued to 
work in the meetings led by the related assistant general manager, in which the owner is personally present to offer his/her 
suggestion. Moreover, the increase in the number of suggestions, namely quantity, was important in the previous periods, 
while today, the value added to the company with the suggestion, namely quality, has gained importance. 

2.4.1  Open Innovation 

Except for a standardized website allowing suggestions to be received externally, designing a solely innovation-oriented 
website is a practice that was again supported with the idea created by the innovation volunteers, and received acceptance 
of the top management. Therefore, an innovation communication channel was established, which is open to suppliers, 
subscribers, industrial users, and the world. Furthermore, a visual design called “inovig” was made for publicity purposes, 
and used in the website and other activities. The company’s innovation website was awarded the Golden Ant Award in the 
Communication Management Projects category in 2012, given by Marmara Municipalities Union. 

2.4.2.  Innovation Day Event 

As expressed in the EFQM Excellence Model, employees are appreciated, known and supervised. Excellent institutions 
encourage their employees to participate in the improvement and entrepreneurship process, and recognize their endeavors 
and successes. In this regard, the suggestion-owners who deserved to be awarded are done so according to the procedures 
and principles of the company on “giving awards and gifts to the personnel”, by means of the periodical ratings conducted 
from the beginning. The issue is announced to the other personnel via appropriate communication channels. While these 
events can be conducted in-house, the award ceremony can be organized in an environment such as a university, where 
innovative products are displayed, narrated to the visitors by means of posters and LCD TV screens, and in which 
applications are performed via which the participators can have interactive roles, by learning especially from the events 
organized by international companies on this issue. This situation is also expressed as “people’s contributions to the 
company are realized and valued” at the IiP (Investors in People) - the award our company deserved to receive in 2015 - 
standards, which are followed by few companies in our country. 

2.4.3.  Spreading with Education in Innovation 

In 2014, together with the changes in the innovation volunteers’ team, a comprehensive and professional training oriented 
at the “Conjoining with Innovation Coaching Bases and Company Innovation Process” for a more systematical spread of 
innovation culture within the company was received in collaboration with a rooted university, which enabled the team to 
renew itself and maturity level to increase with regards to the style in approaching the issue. 

2.4.4.  Implementing and Monitoring the Suggestions 

As expressed in the previous sections, the suggestions which were decided to be implemented via the Innovation 
Management System Module is implemented by the related unit, its results are recorded in various dimensions, and 
monitored accordingly. In addition, the implementations can also be monitored within the framework of Strategic Planning, 
which has been efficiently implemented in the company for long years. The critical success factors of the strategic 
objectives included in the 5-year Strategic Plans are detected, and they are measured by means of key performance 
indicators (KPI). The activities that are annually updated so as to ensure these are monitored by means of performance 
target indicator and value during the review meeting of the management organized at each quarter of every year, and 
reported to the top management. Therefore, the appropriate suggestions originating from the Innovation Management 
System can naturally be evaluated within the scope of the above-mentioned strategic activity. 
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3. FINDINGS 

Evaluating the results of a conducted study/activity, receiving feedback via methods such as survey, and making 
improvements on the process, if necessary, are very good opportunities. Within the scope of the periodical Employee 
Satisfaction Surveys made with this purpose, questions on innovation activities were prepared, and how the issue is 
perceived by internal customers, namely the employees, began to be monitored. The results were entered into the process 
improvement module, and the related units were ensured to conduct necessary process improvements. Beneficial findings 
can be obtained via methods such as audit, evaluation or investigation. A professional off-site eye can evaluate you on 
different dimensions and compare you with your counterparts, and you may benefit from it. With this aim, the İGDAŞ 
Innovation Management System that was tried to be explained above in general terms was desired to be evaluated with a 
non-partial and systematic point of view. In 2014, İnovaLİG was participated in, which is an innovation development 
program conducted by Turkish Exporters’ Assembly (TİM) with the support of A.T. Kearney. During the first implementation 
of the competition, which is practiced in 17 European countries and based on the IMP

3
rove methodology, in our country, 

the standards that were developed in Europe in years were complied with in a sensitive way. Among the 460 firms 
registered for the competition, our company ranked among the first 250 companies thanks to its data quality and the 
attention paid. When these are evaluated according to the A.T.Kearney “House of Innovation” methodology, the average 
points received by these companies were surpassed in the fields of innovation strategy, innovation organization and 
culture, and enabling factors. In this group, in which there are companies that keep innovation activities at the center of 
their main working field, have years of experience, and are well-known in their sectors, our company especially took 
justified pride of being among the top 5% group in the “Enabling  Factors” category. 

4.  CONCLUSION 

The more a work, either in the social life or business life, is valued, the more success or beneficial result is obtained from it. 
The fact that the structures established in the companies are well-founded, systematic and integrated with other practices 
is among the essential factors of sustainability. The findings reported by an external observer, which are especially 
expressed in the third section, provide us with a good idea on the functionality of the established system. Therefore, it can 
be asserted that an innovation role model that can be implemented in the companies which operate in the utility sector is 
put forth. In this notice that was summarized above, an “Innovation Management System Model” implemented in a large-
scaled company operating in the natural gas distribution sector of the energy industry was shared with case studies. 
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ABSTRACT  
Ship machinery maintenance is a core technical aspect to achieve expected reliability, availability and efficiency in system level. Since 
maintenance practiceon-board ships is so critical, the integrity of planning, coordination and execution stages are expected to be well 
functioned. At this insight, this study considers the implementation potential of maintenance 4.0, relatively a new concept defined within 
industrial 4.0 initiative, in marine engineering field. In detail, the generic design and implementation requirements of maintenance 4.0 
including key opportunities and challenges are identified. Moreover, a comprehensive requirement analysis is conducted to adopt 
maintenance 4.0 concept into ship machinery systems of existing and newbuilding merchant ships. 
 

Keywords: Marine engineering, ship maintenance, maintenance 4.0, industry 4.0 
 

1. INTRODUCTION 

Maintenance is a necessary action for industrial organizations in order to retain and conserve organizational assets such as 
machinery, equipments, replaceable parts, hardwares and other devices. Any failure caused by poor maintenance policy is a 
threat to operational running of the planned work flow and schedule. On occasion, one of the system failures could lead 
extremely costful consequences depending on the business type and sectoral vulnerabilities. Besides, newly developed 
expensive processing systems are used in a widespread manner and companies increase their workforce on maintenance 
issues. For instance, in chemical industries 30% of the total workforce is assigned to the maintenance related departments 
(Jonge at al. 2017). Because of such reasons, maintenance strategy has an important role for organizations to achieve 
business goals by smooth and effective way. In the literature, there are various maintenance strategies which are often 
categorized in two groups as corrective maintenance (CM) and preventive maintenance (PM). It must be noted that the 
categorizing process is still under scrutiny by researchers in this field. CM is a maintenance activity which focuses on 
repairing or mending the failed part or equipment of a system. This process could be involved in more than one recovery 
approaches such as malfunction isolation, decomposition, replace, re-install, adjustment, verification and fix the relevant 
failed elements (Fang and Zhaodong, 2013). Therefore, malfunction time, detection and recovery time of a malfunction and 
the cost of malfunction could be considered for future operations. In run to failure (RTF) maintenance approach, the 
relevant part, equipment or machinery is simply allowed to breakdown. If the occurance of the problem begins to interfere 
system functionality, repairing & replacement process is conducted (Piatrowski, 2001). This approach is recommended 
when operational shutdowns have no serious effect on productibility and equipment costs are not important.  

Preventive Maintenance (PM) is a systematic inspection which focused on detecting a malfunction incipient failure. In 
general, time based maintenance schedule is planned to avoid unexpected shutdowns; therefore system availability is 
aimed to be maximized (Chalabia at al, 2016; Restrepo, Hennequin & Aguezzoul, 2016; Hadidi, Al-Turki & Rahim, 2012). 
Depending to the system characteristics, various modified PM applications have been studied, formulated or combined 
with other maintenance techniques in the literature. Despite these advantages of PM implementations, catastrophic 
failures are likely to occur and PM activities are usually criticized as labor intensive actions due to involvement of unneeded 
maintenance operations. In order to eliminate these disadvantages and enhancing the effectiveness of the processes, 
predictive maintenance (PDM) strategies have been applied in most of the industrial facilities. The PDM differs from PM by 
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focusing on the actual condition of specified parts of a system notwithstanding a planned schedule. On that sense, 
regarding technical aspects and physical parameters such as vibration, pressure, flow, or voltage etc. must be monitored by 
responsible experts who involved in PDM implementations (Raza and Ulansky, 2016). Thus service life of equipments is 
aimed to be maximized while minimizing the unintended breakdowns and failure risk of system operation (Baidya and 
Gosh, 2015). In this context, condition based maintenance (CBM) approach come into prominence by many scientists as an 
effective PDM technique. At the present time, vibration analysis, acoustic emission, ultrasonic testing implementations, oil 
analysis, strain measurement, electrical effects, shock pulse method, radiographic inspection and thermographic 
monitoring technologies are utilized to have actual data interpretation in CBM (Marquez at al., 2012). According to 
obtained data, if the condition gets below of a specified system level, then repair or replacement process initiates after a 
controlled shutdown.  

However, as “maintenance” concept addresses a vast of different fields in global industry; even the latest maintenance 
techniques could have some ambiguities for a specific system character. Hence, integration of all previously discussed 
maintenance approaches is utilized in order to have more effective operational results. For instance, reliability centered 
maintenance (RCM) proposes a combined maintenance approaches philosophy in concert with root cause analysis. 
Accordingly, RCM gives cause for a mathematical alghoritm or software program which focuses on specific failure modes 
most probably to occur (Yssaad, Khiat & Chaker, 2012). If more than 20-25%of maintenance workloadis based on 
breakdowns in an organization, RCM method could be beneficial to the overall process(Smith and Hitchcliffe, 2004). 

With the emerging of new technologies such as remote diagnostic systems, e-maintenance concept has come to the 
forefront since 2000.  E-maintenance provides an opening and gives wide coverage to information and communication 
technologies (ICT) for global companies who involved in competitive industrial activities in the world. Successful 
applications of e-maintenance strategy will bring benefits to the system reliability while integrating the costumers and 
suppliers with the aim of zero downtime performance (Han and Young, 2006). Even so, challenges of e-maintenance have 
been widely discussed regarding to aspects of human resource and training requirements, decision making process, 
difficulties when designing new business models and complexity of industrial adoption (Chowdhury at al., 2012).  

Ever-growing technologic advancements on automation systems and data exchange became an opportunity to open a new 
door for even more futuristic maintenance concepts. Most of the industrial environments consider maintenance 4.0 as one 
of the most prudential subjects originated from “industry 4.0” theme. In the industry 4.0, the main idea is to achieve higher 
availability performance, reduced downtimes, optimized energy consumption and cut general maintenance costs by 
interoperability of machines supported with internet of things (IoT), internet of services (IoS) and internet of people (IoP) 
(Zezulka at al., 2016). Moreover, in addition of the cyber physical systems (CPS); equipments, sensors, machines, products, 
supply chain elements and customers get linked with each other thus a system’s essential objects will share information in 
order to conduct control operations autonomously (Qin, Liu & Grosvenor, 2016). So, the term of industry 4.0 have become 
the most popular subject among industry and academia, as result it has already dubbed as the fourth industrial revoulition 
with the expected marginal effect (Kagermann at al., 2013). In this industrial transformation, the maintenance 4.0 concept 
has an important role to contribute future’s maintenance standard and it lies in the core of industry 4.0 due to 
requirements for new developed expensive systems, smart machines, autonomous devices and tools.  

2. LITERATURE REVIEW 

As industry 4.0 is still in the early stages of implementation, academia is discussed this phenomena and its key components 
in attempt to develop smart facilities of the future. CPS is the most used term in the industry 4.0 literature. According to 
Kagermann (2014), CPS is a combination of virtual environment and real life. Indeed, considering the underpinning aspects 
of industry 4.0, CPS has crucial importance due to potential benefits such as decentralizing system data. In contrast, case 
studies could be more explanatory to have more explicit understanding for both current challenges and potential 
handicaps. For instance, Stock and Seliger (2016) interrogate the industry 4.0 in the context of micro and macro 
perspectives in a case study for manufacturing a desktop tool. In this study, expected developments and opportunities 
elaboratively examined and findings demonstrated widely. They have created human-machine interaction through 
integrating CPS into their project and proposed a smart production factory model. Lee, Kao and Yang (2014) highlighted the 
importance of big data environment with the purpose of effective CPS implementations and in addition, a case study over 
Komatsu smart bulldozer has been demonstrated to have wide range of perspective on remote controlled self-maintenance 
availability in the scope of industry 4.0. Another case study on ongoing projects have been conducted by Carlos Toro et al. 
(2015 ) with the intent of establishing an architecture framework on knowledge based intelligent systems. That is because, 
delays of communication systems on given equipments cause an uncertainty, so reliable middlewares are needed if 
unpredicted situations desired to be eliminated. In addition to the previous studies, Bagheri at al. (2015) have designed an 
adaptive method between differently settled units and integrated this approach into their case study. Ivanov, Sokolov and 
Ivanova (2016) bring benefits to the CPS utilization with a mathematical alghoritm in order to establish smooth dynamic 
coordination of gathered data. In reference, any problem is aimed to be solved simultaneously by means of effective 
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information system. Different angles of CPS integration into industry 4.0 is widely discussed in the literature; see also Albers 
at al. (2016), Landherr, Schneider & Bauernhansl (2016), Kohlberg and Zuhlke (2015), Lee (2008), Wittenberg (2016), Dutra 
and Silva (2016), Monostori at al (2016), Garcia-walls at al (2017). As a general idea, there are various challenges to achieve 
for proper practice of CPS such as complexity, static and dynamic composition of sub-systems, processing big data, 
governance, general uncertainties and required employee consciousness. As a whole, challenges for the industry 4.0 
concept are also particularly studied. To measure maturity level and readiness of manufacturing enterprises, Schumacher, 
Erol & Sin (2016) submitted 9 dimensions and 62 assigned items and tested them in several companies for validation. The 9 
dimensions such as strategy, leadership, customers, products, operations, culture, people, governance and technologymake 
possible a self assessment model of the organizations who attempt to be a part of industry 4.0 applications. Similarly, 
Thames and Schaefer (2016) noted that agility, flexibility and adaptability should be enhanced for actual development so, in 
this regard; they have suggested software architecture (software defined cloud manufacturing). As another scale, human 
adaptation is also under discussion by some scientists. Because, the general opinion; necessity to the human workforce is 
expected to diminish with the emerging of this concept. Nevertheless, new technologic developments will be in need of 
human contribution but from different aspects. In this sense, Erol at al (2016) put emphasys on the complexity and 
abstractness of the actual execution and discussed required competences for workers as another challenge to achieve. To 
eliminate this, they proposed a scenario based learning approach for different type of employee roles as manager, engineer 
and worker. Hecklau at al (2016) also highlighted the same challenge and they proposed required competences in their 
paper as comprehensive list of essential competences to support human resource management issue. In contrast, Blöch 
and Schneider (2016) also underlined training of workers and discussed a learning factory which conducts training practices 
by simulations. In order to train human workers properly; Quint, Sebastian and Gorecky (2015) proposed a system 
architecture for a mixed environment of CPS through augmented reality visulation techniques. 

Eventually, in these studies; opportunies, challenges, benefits and potential impacts of industry 4.0 are thoroughly 
discussed. The concept of industry 4.0 and the term of maintenance 4.0 are very concentric with each other and as a 
consequence, in most of relevant studies; the term of “maintenance 4.0”is not preferred by authors even if they contribute 
to the maintenance literature. However, examined papers in the literature review have broad information on both industry 
4.0 and maintenance 4.0. In order to contribute to the literature; this paper discusses the shipboard integration 
requirements and challenges via “maintenance 4.0” terminology. 

3. SHIP MAINTENANCE PROCESS 

A ship performing at sea has many complex aspects comparing with other industrial transportation units. Any breakdown 
could lead very costly consequences due to limited repair and recovery options while operating far from the land based 
service facilities such as shipyards, ports etc. In addition, unexpected downtimes and delays mean high amount of money 
loses for shipping companies so they could be verydifficult to compansate. At times, defects are not detected onboard ship 
until it is too late. Despite the current efforts on ship maintenance, machinery damage is still most common cause of ship 
incidents by 36% according to the Allianz Safety & Shipping Review (2016). As ship maintenance process executed by few 
number of engineers, detailed checklists and everlasting machinery tasks must be followed anyhow in accord with planned 
maintenance system (PMS). PMS is widely used system which allows conducting maintenance operations in sync with the 
requirements of classification societies and other including parties such as shipyards. Because of the preventive 
maintenance (PM) nature of PMS, ship crew is responsible to fulfill PMS tasks properly at the right time.  In this system, 
time based schedules and running hour based plannings allow ship operators to maintain equipments before exposing risks 
which may lead breakdowns. In other words, any machinery part already involved in PMS checklist has to be overhauled 
even if there is no predicted problem. Carried out tasks, PMS checklists and related documents are supervised by periodic 
inspections at the intervals in the scope of ISM Code (International Safety Management Code, Chapter 5, Section 10).  

In addition to the PMS, corrective maintenance (CM) and run to failure (RTF) is also conducted in marine vessels at 
operational level. As mentioned previously, in RTF maintenance process is conducted only if a breakdown occures. 
Depending to the equipment type, existing spare parts or usable lifespan of an item; CM activities could be advantageous in 
some specific cases. However, CM and RTF most likely to cause major problems in the long term and as a matter of fact, it 
may lead more costly results such as ship disruption, expensive repair actions, port or class detentions, etc. For this reason, 
more reliable alternative ship maintenance methods have been analysed by researchers and followingly; condition based 
maintenance (CBM) has come forward thanks to technologic advancements in condition monitoring appliances recently.  

CBM is still not a commonly using maintenance policy due to its additional requirements comparing with classical 
maintenances techniques but when it is done properly, operational efficiencies are expected to improve significantly. 
Maintenance costs and machinery failures could be reduced by means of instant monitoring of the critical system 
components. For existing ships, CBM is not preferred due to ship owners’ unwillingness towards its actual integration thus 
newbuilding ships are considered as most likely candidates for this method. However, it is simpler to implement on new 
ships during their building period because required sensors, data networks and other technologic infrastructures can be 
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easily integrated before entering service life. Although CBM pledges cost effective maintenance operations onboard, has 
some challenges as: breakdowns on technologic systems, missing or false monitoring due to sensor deterioration, 
competence requirements for ship operators and software based errors on data processing experiences.Apart from these 
maintenance approaches, reliability centered maintenance (RCM), e-maintenance and maintenance 4.0 applications have 
not been preferred notably in current shipping activities.  

4. REQUIREMENT OVERVIEWS 

Comparing with other systems, ship machinery is often larger, complex and difficult to operate so repairing process can be 
time-consuming, costly and can be even hazardous activities. Hence, PDM concepts such as maintenance 4.0 are crucial for 
ships in the sense of reducing downtime, financial loses and potential risks to human health. Since industy 4.0 is labelled as 
the fourth industrial revolution which is upcoming with highly expected major contributions into many industries, 
challenges are shown differences based on the types of industrial fields. In this point of view, requirements of maintenance 
4.0 for maritime industry and potential challenges caused by industrial characteristics must be identified. 

A ship’s main engine system’s critical elements generally consist of: pistons, injections, exhausts, valves, pipings and as the 
fundamental energy source; diesel oil, naturally. In order to obtain data from these parts of main engine for data process 
through IoT and cloud based software systems, new generation condition measurement units are required. Newly 
developed smart sensors are very capable for such duties as their functions are not limited with representing physical 
quantites, they are also able to receive, transmit, elaborate data and commands via digital channels (Fumagalli at al., 2010). 
For local data exchange of main engine system, radio-frequency identification (RFID) technology is suggested. RFID devices 
can support data exchange and also data storage automatically in a given local area, effectively. (Fumagalli at al., 2010). If 
RFID is not preferred, an IoT based autonomous alternative data transferrable and storageable items should be used. In 
addition to the previous technology use, PLC (programmable logic controller) or infrared technologies could be chosen 
based on the failure modes. 

Failure modes can be various for each system component in main engine. Selected failure modes for the given main engine 
parts are could be: Noise, vibration, temperature, oil leakages, unexpected suspendings for no reason, fail to start, 
structural deficiency, abnormal fluid viscosity and indicator malfunction. Obtained data from given equipments and failure 
mode types must be transmitted to integrated data acquisition and signal processing tool: Most widely used system is 
Supervisory Control & Data Acquisition Systems (SCADA). By means of SCADA, elaborated information could be provided for 
the operating engineer (Fumagalli at al., 2010). In addition, system condition is monitored by engineering staff even if they 
are not on their working area by means of digital devices and synchronized network between human and machine (Campos 
at al., 2009). However, all obtained information must be gathered on a database to analyse, manage, redesign or 
reschedule the current maintenance operations. Cloud system which is supported with a big data and a decision making 
model is adviced at this stage. Even so, newly developed software based alghoritms and architectures in the scope of 
maintenance 4.0 may be proper alternatives in the future, as if they would be more effective. Wireless connection type 
(See also: Bluetooth, GSM, UMTS... etc) could be various thus it should be determined properly considering the whole 
preferred maintenance 4.0 items. Besides, connection with the shore, company head office, flag state administrations, port 
state controls or regional memorandums would be very beneficial to the merchant ship’s overall conditions including 
maintenance and repairing issues. In the context of maintenance 4.0, augmented reality should also be implemented for 
use of ship crew. 

In addition to the ship main engine and its components, a comprehensive maintenance 4.0 design should be implemented 
in ship’s hull, steering gear systems, ballast water tank and fuel tank equipments, boiler and related systems etc. By 
synchronization of such local systems to the main database network, maintenance 4.0 requirements will be fulfilled. 
However, these arrangements are likely to face with many challenges for the near future.  

Integrating maintenance 4.0 concept into newbuilding merchant ships are relatively easy comparing with the existing ships. 
Because, from the very beginning of their life cycle, ships could be designed conveniently with maintenance 4.0 concept. 
Besides, there could be a plenty of time for analyses and tests which are executed for probable failures. Existing ships have 
serious limitations for this application. Ship owners are usually reluctant to integrate new systems into their ships due to 
financial concerns. A maintenance 4.0 system’s implementation process could take many days depending on ship 
characteristics. In addition, their complex and outworn structure will not allow for an easy modification processes. 
Moreover, there are various types of ships and also too many different sized ships. For this reason, software based failures 
are considered as one of the inevitable problems.  

Additionally, for both newbuilding and existing ships; there are still several common challenges. Ships are operating under 
different environmental conditions so already recorded previous failure data may be not compatible for another ship. 
Another concern is national and international strict norms dictated by regulatory bodies such as international maritime 
organization (IMO), classification societies, flag state control, port state control etc. Any change that not recognized by 
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these societies could not be permitted until new regulation is entried into force. If somehow, maintenance 4.0 succesfully 
applied to a ship’s body; this new concept imposed extra workload to the already overburdened ship operators. 
Furthermore, ship operators must be trained for maintenance 4.0 specificly. However, they would not be eager for this new 
training program as they have been already attended for numerous certificate programs in order to earn their current job 
positions. Even if they have trained well, crew of a ship is changing frequenly and familiarization for a new ship’s complex 
system is going to take a long time. 

Despite the challenges, if mentioned problems are solved; ship operations become significantly efficient and maintenance 
based downtimes, breakdowns and failures are eliminated on a large scale. Likewise, incidents and potential risks sourced 
by maintenance operations are likely to diminish substantially. In the same way, maintenance operations of a ship may be 
inspected remotely with the networks that accessed to the cloud systems thus rigid prescriptive requirements of recognized 
bodies could be ameliorated. As result, fuel consumption of merchant ships becomes even lower due to conveniently 
maintained machinery system and followingly, more environmental friendly worldwide shipping services could be achieved. 

5. CONCLUSION 

This study discusses the implementation potential of maintenance 4.0 into marine engineering field. Firstly, maintenance 
methods CM, RTF, PM, PDM, RCM, e-maintenance and maintenance 4.0 are examined. Hence, technological requirements 
of maintenance 4.0 and industry 4.0 activities thoroughly analysed and presented for ships. Requirements are very 
dependent on type and characteristic features of a ship but in general, the most importantrequirements are: 

 New generation condition measurement units : Smart sensors and RFID items. 

 Based on the failure modes, PLC and infrared monitoring technologies may be needed. 

 For signal processing tool, SCADA is required. 

 CLOUD based system supported with big data or proper decision making approaches. 

 Wireless connections such as Bluetooth, GSM or UMTS. 

 Specialized failure mode sensors and data transfer units for engine room, ship hull, steering gear, ballast water 
system, fuel tanks and boiler systems.  

Almost every field of global industry has some typical challenges for actual integration of the maintenance 4.0 concept. 
Identically, marine engineering has distinctive challenges as well as has typical opportunities. So, challenges and 
opportunities are identified via conducting a requirement analysis for onboard maintenance operations. Summarily, old 
ships have very little potential for the maintenance technique of fourth industrial revolution. Whilst newbuilding shipsmore 
likely to be a part of maintenance 4.0 but there are still serious challenges and uncertainties such as; 

 Ships are operating in ever changing conditions 

 There are numerous strict norms, classification societies and other organizations in maritime sector 

 Crew is unskilled for such innovations and they are already overloaded  

 Comprehensive specialized education programmes are required for ship engineers 

 There are uncertainties in softwaring processes due to various ship types 

 Unwillingnessof ship owners to the major innovative integrations  

 Different ship characteristics will retard the know-how process from experienced ships 

 Different ship characteristics make it difficult to manage for newly assigned ship operators to another system 
design.  
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ABSTRACT  
Lipophilic drugs which are poorly water soluble need specific applications like lipid based delivery systems to increase their oral absorption 
across gastrointestinal tract. Selfnanoemulsifying drug delivery systems are Lipid Based Drug Delivery systems (SNEEDs) and are consists of 
an isotropic mixture of oil, surfactant(s) and co-surfactant. This drug delivery systems are prepared at room temperature with gentle 
stirring process without using any other component or heating process and become nanoemulsion form upon gentle agitation in aqueous 
phase.  SNEDDs have many advantages such as they can be produced easily and they are affected less from other outside factors, its scale-
up process is easy, unaffected by lipid digestion, carry and protect peptides which can be enzymatically hydrolyzed. The aim of this study 
was to increase solubility of Budesonide by using new Snedds formulation approach. 
 
 

Keywords: Budesonide, self-nanoemulsion drug delivery, oral drug delivery, cytotoxicity. 
 
 

1. INTRODUCTION 

Budesonide (16,17-butylidenebis(oxy)-11,21-dihydroxypregna-1,4-diene-3,20-dione) is a synthetic glucocorticoid steroid 
used in the treatment of asthma and an inflammatory bowel disease (Hvizdos and Jarvis, 2000). Molecular weight of 
Budesonide is 430.5, log P values is 3.2, BCS class II and pratically insoluble in water (28 𝜇g/mL) (Ali et al., 2010). It is a 
potent nonhalogenated corticosteroid and has a relative glucocorticoid receptor affinity of 935 compared with 100 for 
dexamethasone and a 200-fold higher glucocorticoid receptor affinity and a 1000-fold higher topical anti-inflammatory 
potency than cortisol.(Ek et al., 1999). Budesonide is completely absorbed from the gastrointestinal tract, however its 
bioavailability is around 10% due to hepatic first-pass effect (Meloche et al., 2002). Due to degradation of Budesonide in the 
liver easily, an alternative way should be developed to avoid the first-pass effect thereby the cellular uptake in the site of 
action is enhanced (Piao et al., 2009). Approximately 50% of the drugs in use all over the world are oral medications and the 
market share continues to increase despite the emergence of new dosage forms (http://www.slideshare.net 
/jaydeep.adhikari/evolution-of-controlled-release-Technology,http://www.marketsandmarkets.com/Market-eports/north-
american-drug-delivery-technologies-market-1209.html). Oral drug delivery is the most accepted routes because of its 
patient compliance (Bernkop-Schnürch, 2013). Even though many pharmaceutical compounds have poor water solubility 
(Amidon et al., 1995), lipid based drug delivery systems (LBDDS) overcome  the low bioavailability problem by increasing 
solubility of this compounds (Pouton, 2000). Self-nanoemulsifying drug delivery systems (SNEEDs) are LBDDS which consist 
of oil, surfactant and co-surfactant (Bu et al., 2016).  

SNEDDs are thermodinamically stable systems. They form emulsion spontaneously when they encounter gastrointestinal 
fluids, therefore they have fast dispersion process and are less affected by other factors such as food effect during its 
formation process (Jankovic et al., 2016). After dilution, they create nanoscale size emulsion droplets. Decreasing droplet 
size increase surface area and improve the dissolution rates as well as bioavailability (Balakumar et al., 2013).  

Cell viability assays are used for in vitro toxicity studies. MTT assay is the most used assay for cell viability. MTT (3-[4,5-
dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide) is a tetrazolium salt and is converted to an insoluble purple 
formazan in viable cells. This conversion is done by succinate dehydrogenase within the mitochondria (Fotakis and Timbrell, 
2005). Initial protocol of MTT assay was described by Mossmann (1983). Mitochondrial dehydrogenases in living cells 
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reduce MTT into formazon salts which form blue-magenta colour. When cytotoxic compounds damage the cells, MTT can 
not be reduced by cells and as a result, there is a decrease of the reduction of MTT to formazan (Mueller et al., 2004). The 
aim of this study was to develop new SNEDD formulation of Budesonide and thus overcoming its first-pass degradation, 
evaluating specification of this new formulation and performing cytotoxicity studies of budesonide-loaded SNEDD 
formulation. 

2. MATERIALS AND METHODS 

2.1. Materials 

Budesonide was kindly donated from Referans Temsilcilik, Turkey. Labrafac Lipophile WL1349, Labrafac PG, Peceol, Pliurol 
oleique, Transcutol, Labrasol, Labrafil M2125 was gifted from Gatteffosse. RPMI 1640 medium, 0.05% trypsin–EDTA 
solution,  DPBS without Calcium, Magnesium and phenol red, Fetal bovine serum (FBS), were purchased from PAN-Biotech 
(Germany). Penicillin-Streptomycin (10,000 U/mL) were obtained from Gibco (USA). 3-(4,5-dimethyl-thiazol-2-yl)-2,5-
diphenyl-tetrazolium bromide (MTT) were obtained from Sigma. All other chemicals were of analytical grade. 

2.2. Methods 

2.2.1. Preparation of SNEDDs Formulations 

Self-nanoemulsions were prepared by mixing of oil phase; Labrafac Lipophile WL1349, Labrafac PG and Peceol, surfactant; 
Labrasol® and Gelucire 48/16® and co-surfactant; Transcutol®. Ternary phase diagrams of surfactants, co-surfactants and 
oils were constructed to recognize the zone of nanoemulsion formation. Samples were prepared and for each sample oil 
and surfactant(s): co-surfactant ratio were mixed in ratios ranging from %10:90 - %90:10 like 1:9, 2:8, 3:7, 4:6, 5:5, 6:4, 7:3, 
8:2 and 1:9. Once the self-emulsifying region was identified, the desired component ratios of SNEDDS were selected. 

2.2.2. Analytical Method 

Budesonide is an epimeric mixture of two isomers. USP Method was modified to quantitate budesonide in formulations. 
The HPLC system utilized consists of a LC-20AD liquid chromatography equipped with 20A DAD detector. Chromatographic 
separations were performed on C18 (4.6 × 250 mm, L1; 5 μm packing) which was attached with loop 100 μL.Mobile phase 
of acetonitril: Buffer solution (pH 3.2) (32:68 (V/V)) was used. Buffer solutions were filtered through filtration unit 
(Millipore, 0.45 μm pore size) and degassed before use. The flow rate was maintained at 1.5 mL/min and injection volume 
was 50 μL. Detection was performed at a wavelength of 254 nm and analysis was carried out at ambient temperature. 

2.2.3. Solubility Studies in Excipients 

Determination of drug solubility of Budesonide an excess amount active pharmaceutical ingredient (API) in various oils, 
surfactants and co-surfactants were carried out by adding an excess amount of API in to 1 ml of the vehicle. The mixture 
was shaken in an orbital shaker (25 ± 1 °C)(Thermo, USA) for 24 h. The equilibrated mixture was centrifuged at 15000 rpm 
for 15 min and excess insoluble budesonide was removed by filtration. The filtrate was analyzed for the amount of 
budesonide RP-HPLC (Shimadzu, Japan) at 254 nm. 

2.2.4. Solubility Studies at Different pHs 

Budesonide solubility at different pH were analyzed. The Buffer solutions were prepared at three deifferent pH (1.2, 4.5 ve 
7.4) to determine solubility of budesonide at physiologyc pH values. An excess amount of budesonide were added in 1 mL 
buffer solutions. The mixture was shaken at 25 ± 1 °C in an orbital shaker (Thermo, USA) for 24 h. The equilibrated mixture 
was centrifuged at 15000 rpm for 15 min and excess insoluble budesonide was removed by filtration. The filtrate was 
analyzed. 

2.2.5. Physicochemical Properties 

The pH value of Snedds formulations were analysed at 25 ℃ temperature by using Inolab pHmeter. Droplet size and 
polidispersity index values were measured by Zetasizer after diluting in purified water and buffer solutions at different 
physiological pHs at 25℃ and 37℃. 

2.2.6. Drug Loading Capacity of Chosen Formulations 

The solubility of budesonide in formulations was determined. The same procedure was applied as excipients solubility 
studies.  
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2.2.7. Cell Culture 

The Human Colorectal Adenocarcinoma Caco-2 was cultured in RPMI1640 supplemented with 10% FBS and 100 units/mL 
penicillin-Streptomycin.  Cells were cultured at 37°C in a humidified atmosphere of 5% CO2. Medium was removed third 
times a week. Confluent cells were removed from cell culture dishes with 0.25% sterile trypsin. 

2.2.8. Cell Viability Assay 

MTT (3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyltetrazolium bromide) assay was used to determine cell viability. Caco-2 cells 
(2× 104 cells/well) were cultured in 96 well plate at 37°C in a humidified atmosphere of 5% CO2. After cells were grown for 
24 hours, budesonide loaded SNEDDS were applied to wells at concentration of 0.05, 0.10, 0.25, and 0.50% (v/v) for 2 h and 
24 h. Cells treated with medium only is used as control group. After treatment with SNEDDS, the supernatant was discarded 
and MTT solution (5 mg/ml in PBS)  and medium were introduced to wells. After incubation with MTT solution, MTT 
solution was replaced with DMSO to dissolve the formazan crystals. The optical density (OD) of the wells was determined 
using a plate reader (Thermoscientific Multiskan Ex, USA) at a test wavelength of 570 nm and a reference wavelength of 
630 nm. All experiments were performed in triplicate, and the relative cell viability (%) was expressed as the absorbance 
ratio between budesonide-loaded SNEDDS treated and untreated control cells. 

3. RESULTS and DISCUSSIONS 

Phase diagram studies help to understand phase behavior of the formed nanoemulsion (Balakumar et al., 2013). Diagrams 
were constructed to determine the self-nanoemulsifying area and to make a decision about an optimum concentration of 
oil, surfactant and co-surfactant for the development of liquid SNEDDS formulations. An example of phase diagram studies 
was given in Figure 1. 

Figure 1: A Sample of Phase Diagram Study (oil: Peceol, surfactant/Co-surfactant: Labrasol-Transcutol 1:1) 

 

Solubility studies in excipients play important role to determine SNEDD formulation stablities and to prevent in 
situ precipitaion previously (Parmar et al., 2011).  

Figure 2: Drug Solubility Results in Excipients 
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Figure 3: Drug Solubility Results at Different pH Values 

 

 

Figure 4: Drug Loading Capacity of Thechosen Formulations 

 

The obtained mixture of the formulation should be clear, monobasic at the room temperature and isotropic (Qi 
et al., 2011). Nanoemulsion Droplet size is an important characteristics to evaluate formulation stability and a critical 

criterion of enhancing drug bioavailability (Xi et al., 2009). The droplet size of 1% solution of SNEDD in the different buffer 
solution pHs were approximatly 18 nm and PDI values are below then 0.3. This results show us how SNEDD formulation is 
stable even at different pH values and that means SNEDD globules are not affected at different physiological fluids (See 
Table 1).  

Table 1: Droplet Size (nm) of 1% Solution in Different pH Buffer Solutions 

 

The change in droplet size after 24 hours in 1% pH 6.8 buffer solution was investigated. There was no change in droplet size 
after 24 hours. Test results were given at Table 2. 

Table 2: Droplet Size (nm) of 1% Solution at pH 6.8 after 24 h. 

 

pH 6.8 
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Sizeaverage (nm) 17.17 17.86 
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Sizeaverage (nm) 16,78 17,24 19,22 19,73 17,37 17,95 18,01 18,56

PDIaverage 0,238 0,273 0,062 0,115 0,135 0,153 0,268 0,286
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MTT assay was carried out to determine suitable concentration for SNEDDS formulation. Caco-2 cells were exposed to 
budesonide-loaded SNEDDS for 2 and 24 h. MTT assay test of this formulation showed that toxicity of formulations were 
concentration-dependent. The empty SNEDDS formulation and budesonide-loaded formulation have significantly higher 
viability at a concentration of 0.05 (v/v) compared to the other concentrations (0.10, 0.25, and 0.50% (v/v)). Cytotoxicity is 
not observed in SNEDDS at concentration of 0.05 (v/v). Loss of cell viability was obvious at concentration of 0.10 (v/v). 
While there is no difference between 2h and 24h for survival ratios at concentration of 0.05 (v/v), increase of the 
concentration decreases survival ratios. As the concentration of SNEDD formulation gets higher (0.25 (v/v) and 0.50% (v/v)), 
administration of the SNEDD formulation for 24h becomes more toxic compared to 2 h. These results showed that the cell 
viability was decreased as a function of time at concentration of (0.25 (v/v) and 0.50% (v/v)). Budesonide loaded SNEDD and 
empty SNEDD at concentration of 0.05 (v/v) can be regarded as non-toxic for Caco-2 cells during the incubation time. 
SNEDDS at concentration of 0.25 (v/v) and 0.50% (v/v)  result in a significant lower viability in Caco-2 cells due to containing 
higher concentration of Peceol which is a surfactant. 

Figure 5: Cell Viability for Caco-2 Cells Following Exposure to SNEDDS as Derived from MTT Assay (n=3). 

 

4. CONCLUSION 

Each formulation was evaluated based on their physicochemical characteristic and formulations which contain Peceol as oil 
phase, Labrasol and Gelucire 48/16 as surfactants and Transcutol as co-surfactant were chosen. To have an idea about the 
fate of the formulation in GIT, in vitro release studies will be performed. 

This is the first study, to our knowledge, budesonide loaded SNEDDS were produced and characterized. Budesonide-loaded 
formulation (0.05, 0.10% (v/v)) exhibited low toxicity. It demonstrated that this formulation at concentrations of 0.05%, 
0.10% (v/v) are convenient for oral administration. 
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ABSTRACT  
Wireless Sensor Networks consist of large number of tiny sensor nodes. Each sensor node has communication, sensing and computing 
capabilities. These sensor nodes perform the environmental measurement tasks with the cooperation. Intelligent systems can be 
developed using these sensor nodes. Also, the number of mobile applications used in the display of intelligent systems has increased 
rapidly in recent years. As a result of this rapid increase, displaying and control of data over these mobile platforms have also begun. In this 
study, a wireless sensor network that detects the environmental data has been established using WiSeN sensor nodes. In addition, a 
mobile application has been developed to monitor the data’s. This study brings innovation to the monitoring of environmental data’s. 
 

Keywords: Wireless sensor networks, android platforms, environmental data’s  
 
 

1. INTRODUCTION 

It gets harder and harder every day to count the number of the technologies coming into our lives.  The concept of mobile 
has also come into our lives as a result of these developments.  Most people think of smart phones when they hear about 
this concept.  Apart from smart phones, many other devices serving for far different areas are also being produced.  All 
mobile devices fall into mobility. Mobile phones have made the concept of mobile get about.  These devices used to be 
utilised for searching and messaging only.  But nowadays, many transactions such as downloading from the Internet, 
making modifications on them and forwarding to someone else are also performed.  It would be a big mistake to consider 
electronic devices, as the software inside is not visible, as a hardware only.  As far as the mobile phones are concerned, 
each one of them has a unique operating system.  As per the report of IDC (2017), the Android operating system dominates 
84% of the market in the third quarter of 2014.  Therefore, the Android operating system is the one with most users.  
DiMarzio (2008) states that an android operating system is an open source coded mobile operating system created using 
Linux 2.6 kernel.  However, unless it has got applications on it, it resembles a car with no engine.  It should be noted that 
when there is no applications installed, not even search can be made.  Every service used on Android operating system is an 
application.  

Wireless Sensor Networks are created by means of connecting many sensor nodes over a wireless connection. These nodes 
can make happen data communication from one region over the other in a network they create in which they communicate 
with each other.  The data collected from the wireless sensor networks are sent to the database by means of the Internet 
Module.  The Android application created takes the data that have been sent from the data base using web services.  The 
data received are displayed on the Android interface.  For instance, the values of temperature, humidity, light and such can 
be displayed on the interface of the Android instantly using a sensor network infrastructure.  

The paper is organized as follows. In the second part of the study information on wireless sensor networks and the sensor 
node are presented.  In the third part, making of the application is explained in detail.  In the last part, the conclusion is 
presented.   
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2. WIRELESS SENSOR NETWORKS 

Akyildiz et al. (2002) state that the progresses in the low-cost sensor architectures have made the Wireless Sensor 
Networks a new and known research area. Chong et al. (2003) state that Wireless Sensor Networks consist of small, limited-
capacity sensor nodes. Lin et al. (2004) state that each sensor node has the ability to calculate, detect and communicate. 
When the energy of the sensor nodes is exhausted, the life of the node ends. Because of this, low power listening 
techniques are working within the sensor nodes. The sensor nodes send the information they have detected through 
cooperation to the gateway node. The information from the gateway node is displayed on the web or mobile platforms. 
Because of these features, Wang et al. (2006) state that they can be used in a wide variety of areas. Area of usage of the 
Wireless Sensor Networks is increasing with each passing day.  Wireless Sensor Networks can be utilised in many fields 
including; guarding of battle fields, monitoring of enemy moves, reconnoitring of  the fields, monitoring of military and 
personnel vehicles, monitoring of friendly forces, and determination of the speed and location of the targets in Military 
applications, in the environmental applications requiring determination of weather forecast, air pollution, monitoring of 
natural disasters such as floods, earthquakes forest fires, monitoring of agricultural activities and monitoring of animal 
farms, in medical applications consisting of determining the location of the doctors in the Hospital, monitoring of the 
conditions of the patients, guarding of the elderly and following some medical parameters, in commercial applications such 
as monitoring and determining of vehicles, monitoring of power lines, following of children by their parents, checking of 
lightings, checking of traffic lights and fire alarm systems and in home automation systems requiring smart home 
application and building security systems. The WiSeN sensor node used in study is shown in Figure 1.  

Figure 1: WiSeN Sensor Node 

 

General Characteristics of the WiSeN sensor node (2017): Zigbee IEEE 802.15.4, 2.4 GHz ISM band, CC2530 Radio Module,  
MSP430 Microcontroller,  Low Power Consumption, Low Cost, To integrate the desired sensor, To acquire features to 
sensor node with C language, Programming via the USB Interface, Remote access to each sensor node, Self-organizing, The 
advantage of gateway node (Server, Sms, Call), Following datas over WEB, Mobile (Android, iOS) platforms, Ability to 
communicate with different wireless sensor nodes. 

3. APPLICATION 

A database is a space in which related data are brought together.  With the use of these spaces the access to these data are 
lot easier.  And the web services act as a door for these data to be accessed from outside.  Any application requesting to get 
data from the database is connected to the web service first.  Then whatever data the web service is supposed to receive is 
taken and sent to the application.  In the web service created within the framework of this study PHP language has been 
used.  The data are sent and received in JSON. JSON (JavaScript Object Notation) is a text format that facilitates structured 
data exchange between all programming languages. The application needed in order for the environmental data received 
from Wireless Sensor Networks to be displayed in Android Platforms comprises of four sections.  These are: Application 
Splash Screen, Registered Users Entry Screen, Category Selection Screen, Screen for Scenarios. 

3.1. Application Splash Screen 

This is the section where the logo and slogan of the application is located.  When the application is started, this section runs 
first.  It stays on for a while. This duration can be determined by the developer.  The application splash screen is shown in 
Figure 2.  
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Figure 2: Application Splash Screen 

 

3.2. Registered Users Entry Screen 

It is the second screen coming up.  The users enter their user names and passwords.  If an earlier session has been initiated, 
this screen is not displayed.  The user name and the password is encrypted in JSON and is asked to the web service of the 
server defined in a POST query.  Following the checking of user name and password by the web service, the “User ID”, the 
“User Name” and the “User Name and Surname” are sent to the application.  The application splits these data and forwards 
to the required configurations in which they are to be used.  The registered users entry screen is shown in Figure 3. 

Figure 3: Registered Users Entry Screen 

 

3.3. Category Selection Screen 

This section is divided into two as left and right.  These sections are called “frames”.  In the right frame are the categories.  
The contents of the categories are in shown in the left frame.  For instance; when the “Temperature” category on the right 
frame is selected, the temperature data is displayed in the left frame.  When any of the categories in the right frame is 
selected, the application pulls the data from the web service and displays the required data on the left frame.  The data 
coming to this section is transiently updated.  For instance, the temperature values sensed by the sensor nodes will 
transiently be displayed in this section.  As many categories as desired can be placed in the right frame.  If the categories 
are represented in symbols, the visuality of the interface would be more attractive to the end user. More than one button 
can be added on the action bar in this section.  These can be logging out and scenarios.  When the log out button is hit, the 
session of the user is ended and the session opening screen is displayed.  When the scenarios button is hit, the screen with 
scenarios is opened up.  Category selection screen is shown in Figure 4. 
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Figure 4: Category Selection Screen 

 

3.4. Screen for Scenarios 

In order for the users to enter into the section for scenarios, they select scenarios in the action bar. As a result of the 
selection scenarios screen will be entered into.  There is a spinner object in this screen (Figure 5).  With this object, the 
scenarios can be viewed in a list.  The data for this list extracted from the database.  When w scenario is selected from the 
list, the list for selection is wiped off from the screen, as a result of the feature of the spinner, and the features of the 
scenario selected is brought up to the screen (Figure 6).  For instance, with a scenario made up in the temperature 
category, the application can be instructed to send an SMS to the user if the temperature goes over a pre-defined value. 

Figure 5: Screen for Scenarios 1 
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Figure 6: Screen for Scenarios 2 

 

4. CONCLUSION 

In this work, data from wireless sensor nodes was monitored on the Android platform. The Android application created in 
the methods mentioned can be run on all devices using Android operating system.  As the application gets in connection 
with the web service, it does not get affected by the changes made in database.  Therefore, when there is change in the 
database section of an application uploaded in the application market, the application can run without needing for an 
upgrade. 
 

 

REFERENCES 

Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E. 2002, “A survey on sensor networks”, IEEE Communications Magazine, 40(8), 102-
114. 

Chong, C.Y., Kumar, S.P, 2003, “Sensor Networks : Evolution, opportunities, and challenges”, Proc IEEE, Vol 91, No 8, 1247-1256. 

DiMarzio, J.F. 2008, Androıd A Programmers Guıde, McGraw Hill Professional. 

Lin, R., Wang, Z.,  Sun, Y. 2004, “Energy Efficient Medium Access Control Protocols for Wireless Sensor Networks and Its State-of-Art”, IEEE, 
pp 669-674. 

New Age Technologies 2017, http://yenicagteknolojileri.com/portfolio-item/wsn-sensor-dugumu/. 

Smartphone OS Market Share 2017, IDC [Online]. Available: http://www.idc.com/prodserv/smartphone-os-market-share.jsp. 

Wang, y., Attebury, G., Ramamurthy, B. 2006, “A Survey Of Security Issues In Wireless Sensor Networks” , IEEE Communications Surveys & 
Tutorials, Volume 8, No. 2, 2nd Quarter. 

 

 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.52-57                                   Dener 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017. 571                                             52                                                       PressAcademia Procedia 

 
 

 2nd World Conference on Technology, Innovation and Entrepreneurship 
 May 12- 14, 2017, Istanbul, Turkey. Edited by Sefer Şener 

 
INTELLIGENT TRANSPORTATION SYSTEMS and TRAFFIC MANAGEMENT in WIRELESS SENSOR 
NETWORKS 
 
DOI: 10.17261/Pressacademia.2017.571 
PAP-WCTIE-V.5-2017(9)-p.52-57 
 

 

 
Murat Dener

1
 

1Gazi University, muratdener@gazi.edu.tr  
 

 

ABSTRACT  
Wireless Sensor Networks are the source of intelligent systems today. With the development of sensor nodes that form Wireless Sensor 
Networks, these systems can be easily used in our daily life. In this study, intelligent transportation systems and traffic management with 
Wireless Sensor Networks are described. Within the scope of intelligent transportation systems, vehicle sensors, road sensors, weather 
sensors and environmental sensors are mentioned. Within the scope of Traffic Management, dynamic signalization systems are mentioned. 
It is estimated that the work done will be beneficial to readers and practitioners. 
 

Keywords: Wireless sensor networks, sensor node, zigbee, intelligent transportation systems, traffic management  
 

 

1. INTRODUCTION 

Sensors that detect the information such as temperature, humidity and light in the environment are called sensor nodes. 
Sensor nodes have the ability to calculate, detect, and communicate. These nodes perform the measurement task with 
cooperation. The networks that sensor nodes create are called Wireless Sensor Networks. Sensor nodes that form Wireless 
Sensor Networks are the source of intelligent systems. Two features of the sensor nodes are available. First, the desired 
sensor can be integrated into the sensor node. The second feature is that wirelessly transmitted data can be sent to remote 
stations. The system developed in this way can be monitored and controlled from time to place and from time to time. 
Because of all these features, sensor nodes constitute the infrastructure of the systems required for a smart city. In 
Libelium webpage (2017), authors state that systems that can be done with Wireless Sensor Networks are as follows: Smart 
Parking, Structural health, Noise Urban Maps, Smartphones Detection, Eletromagnetic Field Levels, Traffic Congestion, 
Smart Lighting, Waste management, Smart Roads, Forest Fire Detection, Air Pollution, Snow Level Monitoring, Earthquake 
Early Detection, Landslide and Avalanche Prevention, Potable water monitoring, Chemical leakage detection in rivers, 
Swimming pool remote measurement, Pollution levels in the sea, Smart Grid, Radiation Levels, Supply Chain Control, Smart 
Product Management, Quality of Shipment Conditions, M2M Applications, Smart Industrial Control, Smart Agriculture, 
Smart Animal Farming, Home Automation, Smart Health and more....   

Systems developed with Wireless Sensor Networks can be prepared at half the cost of existing technologies. It is possible 
with these applications to increase the quality of life and raise the standard of living of people from every angle without 
distinguishing the lower, middle or upper part. 

The rest of the article is as follows. In the second part, we talk about wireless sensor networks and ZigBee technology, in 
the third part, intelligent transportation systems that can be developed with Wireless Sensor Networks, and in the fourth 
chapter, traffic management that can be developed with Wireless Sensor Networks. The last part of the article contains the 
general conclusions of the study. 
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2. WIRELESS SENSOR NETWORKS 

Ali et al. (2015) and Dener (2016) state that Wireless Sensor Networks consist of small-sized sensor nodes installed on the 
environment.  These nodes carry, by collaborating in a physical ground, what they learn from the physical world to the 
virtual world platform. It is shown in figure 1. 
 

Figure 1: Wireless Sensor Network 

 

Challoo et al. (2012) state that wireless sensor nodes can use Wi-Fi, Bluetooth or ZigBee as wireless communication 
module. It is possible to choose according to the feature of the application to be made. While the distance of Bluetooth is 
low, ZigBee and Wi-Fi are more. The energy of the network established with Wi-Fi is exhausted after hours; the energy of 
the network established with Bluetooth after days and the energy of network established with ZigBee are exhausted after 
years. However, the network established with Wi-Fi and Bluetooth is more complex, while the network established with 
ZigBee is less complex. ZigBee's standard is IEEE 802.15.4, Bluetooth's standard is IEEE 802.15.1, and Wi-Fi's standard is IEE 
802.11. ZigBee's data rate is 250 Kbits/s, Bluetooth's data rate is 723 Kbits/s, and Wi-Fi's data rate is 11 to 105 Mbits/s. Jun 
(2011) states that sensor nodes consist of, as shown in the figure 2, a detecting unit, a processing unit, a transceiver and a 
power unit.  All constituents are explained below. 

Figure 2: Constituents of Sensor Node 

 

The main function of the detecting unit is to physically measure data in the detection and target zone.   Khemapech et al. 
(2005) state that analogue voltage or signal is generated by the detector as a result of the event being monitored.  Hill 
(2003) states that the continuous data is digitised by an ADC – Analogue to Digital Converter and then is sent to the 
processing unit for analysing. The processing unit plays a significant role in the management of the collaboration between 
the detectors in order to accomplish pre-described tasks.  There are some families in this unit such as microcontrollers, 
microprocessors and field-programmable gate arrays – FPGAs.  Interfaces such as Non-volatile Memory and ADCs can be 
integrated on to a single integrated circuit.  Akyildiz et al. (2002) state that the processing unit needs a memory to run its 
tasks and minimizes the number of messages sent by means of local processing and data collection.  There are three main 
communication channels in sensors; Optical Communication (Laser), Infrared and RF – Radio Frequency. Laser consumes 
less power compared to Radio and provides more security, however, requires line of sight and is sensitive to the 
atmospheric conditions. Feng et al. (2002) and Vieira et al. (2003) state that the infrared does not require an antenna as 
Laser does but broadcasting capacity is limited.  RF is easy to use but an antenna is needed.  The power consumption is a 
significant weakness in sensor networks.  Any power saving arrangements could help to prolong the life of a sensor.  
Oliveira et al. (2011) state that  the batteries used in sensors can be categorised in two groups; chargeable or non-
chargeable.  Generally in severe conditions, it is impossible to change or charge the battery.   
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3. INTELLIGENT TRANSPORTATION SYSTEMS 

In extraordinary natural phenomena such as storms and earthquakes that occur suddenly, people must move from one 
point to another. Fuel consumption and vehicle emissions must be minimized and the loads must be delivered. The real-
time vehicle and location information should provide the most advantageous journeys in terms of time and cost. Tufan 
(2014) states that the creation of such transport systems may seem a difficult target. In fact, accidents must be reduced to a 
minimum by warning drivers about any situation, such as weather conditions, traffic congestion, potential other hazards, 
etc. Establishing a transport system that allows maximum use of system capacity can be considered as a difficult goal to 
achieve. However, the use of technologies produced by today's scientific developments for a safe, efficient and sustainable 
transportation system in different fields is generally defined as Intelligent Transportation Systems. Strategy Development 
Presidency (2014) states that detection technologies used in intelligent transportation systems are mentioned below. These 
technologies include sensors that provide support for safe driving to the driver, and road and weather sensors.  

3.1. Vehicle Sensors 

Strategy Development Presidency (2014) states that sensors mounted on vehicles and providing safe driving support with 
functions such as lane detection, parking, blind spot warning, vehicle tracking distance warning. 

Figure 3: Vehicle Sensors (Mercedes-Benz 2017) 

 

Thanks to these sensors, safe driving can be more. With the lane detection sensors, the vehicle will have increased its travel 
rate from its own lane. By creating an alert on lane changes, accidents will be reduced. Parking and blind spot warning 
sensors will prevent small accidents that may occur, and traffic congestion due to the park will be eliminated. Vehicle 
tracking distance sensors will also be used to maintain the officially designated tracking distance. 

3.2. Road Sensors 

Strategy Development Presidency (2014) states that it is the sensors that manage the intersections and adjust the signaling 
times, collect the data necessary to determine traffic flow information on the main arteries and peripheral roads 
throughout the city, and to direct traffic infrastructure for more efficient use. 

Figure 4: Road Sensors (Memurlar 2017) 

 

Nowadays, especially in big cities, the number of vehicles has increased considerably. Good coordination is necessary to 
ensure alignment in a region where there are thousands of vehicles. This coordination is primarily provided by traffic lights. 
However, the fact that the duration of the traffic lights at an intersection is fixed increases the traffic intensity. This means 
that the duration of the traffic lights must be dynamic for each intersection. In addition, this dynamism should be ensured 
at every hour of the day, and signaling times should be adjusted according to traffic intensity. 
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3.3. Weather Sensors 

Strategy Development Presidency (2014) states that it is a powerful and versatile sensor that measures atmospheric 
conditions, live monitoring of ground temperatures, humidity and temperature. 

Figure 5: Weather Sensors (PCE 2017) 

 
 

Dynamically changing the maximum speed on the road by following atmospheric conditions such as rain and snow will both 
warn the drivers and reduce the rate of traffic accidents. In addition, when the temperatures of the ground are informed, it 
will be ensured that the drivers have already been informed and can take precautions in the event of icing or frost. 

3.4. Environmental Sensing Systems 

Strategy Development Presidency (2014) states that these are short and long range radar systems, imaging systems and 
software. 

Figure 6: Environmental Sensing Systems (TETA 2017) 

 

With the help of short and long range radar systems, vehicles passing the maximum speed within the region can be 
detected and automatic warning messages can be sent to these vehicles. Along with the imaging systems and software, 
however, the plates of vehicles which are in or out of a zone must be automatically detected and alerted to the necessary 
units in an emergency. 

4. TRAFFIC MANAGEMENT 

Traffic management, operation and supervision is   the application of Intelligent Transportation System that provide 
efficiency in traffic, increase the quality of service and reduce traffic congestion. Strategy Development Presidency (2014) 
states that with these systems, it is aimed to inform drivers about dangerous situations, to take preventive measures in a 
timely manner, to give information about routes coming from dynamic traffic information systems and route going and to 
provide continuity in traffic flow. 
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Figure 7: Traffic Management (Selvarajah et al. 2012) 

 

Effective traffic management ensures maximum comfort for people in traffic. Vehicle drivers do not expect much in traffic. 
In case of emergency such as ambulance, fire brigade, police car, gendarmerie in the traffic, it is also possible to set the 
transition priority of vehicles on the road. 

5. CONCLUSION 

Sensor nodes play an important role in an effective intelligent transport system and traffic management. In the vehicles, on 
the roads, with the help of the sensors in the environment, the information in the environment is gathered and the 
behaviors to be done together with the analysis software arise. The resulting information is sent back to the sensors, 
allowing the air route, speed and signaling times to be changed via the two-way communication. Thanks to effective 
management, traffic congestion and traffic accidents are reduced. This decrease also indirectly reduces air pollution. 
Increasing people's standard of living, facilitating people's lives with intelligent technologies can be considered as the 
advantages of intelligent transport systems. 
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ABSTRACT  
Today’s competitory disposition of business obligates companies to implement an extensive business quality control system that highlights 
sustainable improvement of quality and productivity. In every sector, it is significant to support  industries, meet the quality requirement of 
current’s market by providing and improving the quality contol policy. Management development of work structures and frameworks 
should be involved in quality oriented production and quality control strategy. This topic should be supported by top management 
dedication to increase the quality level of production as a business policy and strategy within supportive resources. It is now generally 
accepted that textile is a fabric which made from fibers but the fibers may either be converted into yarn firstly and then the yarns put 
unitedly in one of a diversity of methods to make fabrics or the fibers can be altered directly into a fabric. The textile sector is selected as a 
research area in this study, because this is one of the most requirement and fundamental industries for households and populations. In this 
study, the integration steps of  Quality Oriented manufacturing is hightlighted  in the textile sector. An industrial perception  is presented  in 
the scope of this research. In addition of this, an overview of textile ındustry in Turkey will be presented  and an approach for the 
importance of quality oriented production in garment industry is emphasized and is declared its strengths, opportunities, threats and 
weaknesses aspects according to the business quality policy. 
 

Keywords: Consumption, industry, quality, production, swot, textile. 
 
 

 

1. INTRODUCTION 

Textile is declared that it includes clothing material such as fur, leather, suede and unsupported plastic sheeting. The first 
three items are natural materials and made form fibers although the fibers as fur can be detached from the skin and used as 
textile fibers. Leather and suede are fibrous in structure but the fibers have no separate identify in a textile sense and plastic 
sheeting has no fiber content at all. Fur, leather and suede can be simulated in textile structures and in combinations of 
textile and plastic materials (Potter and Corbman, 1967; Miller, 1995). 

1.1. Textile Industry in the World in Turkey Particularly 

From the middle of the century onwards, the textile industry has played a key role in initial industrialisation process in most 
countries. This is not surprising, given the combination of a large domestic demand (clothing being a basic necessity) and 
the early success at mechanising textile production. Textile industry of Turkey has the biggest share in Turkish foreign trade. 

Turkey is the sixth largest producer of cotton yarn in the world and the producer of the world’s finest cotton, Turkey was 
Europe’s number one supplier of ready-wear clothes in 1995. This has a huge internal market with a population of 65 million 
having a potential purchasing power of five thousand and five hundred dollars per capita. The apparel market in Turkey is 
valued at 25 billion dollars, which accounts for 38 per cent of the country’s total foreign trade and eight per cent of the gross 
national product (GNP), a highly attractive prospect for the global textile industry. Since the industry has the largest 
export/production ratio in the manufacturing industry, much importance is given to this industry in the seventh five-year 
development plan (Turkey in Statistics, 1997). 
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1.2. The Stages of Study 

This research will be handled in three main stages. The first stage is literature survey. The sources are mainly gathered via 
technical reports and books. The second stage is an overview of textile industry in Turkey. The third stage is the analysis of 
the information gathered with Industrial overview. The base of literature survey begins with an overview of the concept of 
textile. The main steps of overview of textile industry in Turkey are as follows: 

1-Current situation of textile and ready-made sectors in Turkey. 

2-Textile and ready made sectors’ trade relations with certain countries. 

The existing and future importance of the clothing industry in Turkey’s potential exports increases the essence of this 
research. Such a detailed study of the sector is a good example in the field. 
 

2. OVERVIEW OF TEXTILE INDUSTRY IN TURKEY 

Turkish textile sector whose past goes to 1920s, is developed in the leadership of government until 1950s. In the 1938 
regenerated cellulose, after 1960s synthetic fiber prodcution is begun. Private sector entered cotton thread production in 
1960s and synthetic thread production at 1970s. In the first years of Republic, Turkey was the fiber exporter, thread, fabric 
and ready-made importer. She began to be textile exporter after 1950s, ready-made exporter after 1970s (Gazanfer, 1995).  
In 1950s textile sector, and in the first years of 1970s ready-made sector began to develop according to the internal market 
demand and conditions. With their cheap raw material and labor advantages they began to have an important position in 
Turkey’s economy in 1980s. Free trade and the adoption of the right trade policies resulted textile and ready-made sectors 
to the locomotive sector. 

Historical Development of Commerce in Textile & Ready-Made Industries 

-9.8 percent of Turkey’s 1995 yearly total export income come from textile sector and 28.6 percent come from ready-made 
sector. The share of textile and ready-made sectors in Turkey’s total export is 38.5 percent. 

 -Turkey is the second textile and ready-made supplier of European Community. According to 1994 statistics Turkey is the 8th 
supplier in textile and 15th supplier of ready-made of USA. 

-Textile and ready-made production is 14 percent of total manufacturing industry, 13 percent of total industrial production 
and 10 percent of Turkey’s total production. 

-There are 123 textile and ready-made from among the 500 biggest industrial organisations in Turkey. 

-As of September ’96 there are 143 out of 800 foreign capitalised firms in textile and ready-made sectors (110 textile-made, 
33 textile). Ready-made sector is the second production in industry branch that foreign capitalised firms are interested after 
food industry. 

The strong position held by textile and ready-made sectors is not only a success of modern integrated factories and firms 
that can market their own trade-marks but also then thousands of small and middle sized firms. These firms with a labor 
force under 200 are generally located in İstanbul, İzmir, Denizli and Adana organised under Textile and Ready-Made 
Exporters Unions. There are seven textile and ready-made Exporters Unions in İstabul, Izmir, Denizli, Bursa, Antalya, Mersin, 
Gaziantep and they are bound to the Foreign Trade Councillor (Gazanfer, 1995; Istanbul ready- Annual Report, 1996; Annual 
Report, 1997). The development of textle and ready-made trade is also a result of the development of transportation and 
communication facilities in Turkey, the education on textile and ready-made and the growth of a generation that knows at 
least one foreign language. 

2.1. Some Macro Economic Factors  of  Textile Sector 

Textile and ready-made products has significant place in Turkish economy. The best indicator of this is the share of textile 
and ready-made sector in Gross National Income. Textile and ready-made has share of about 10 percent in Gross National 
Income (Turkish - Annual Report, 1997).  

Table 1: Ratio of Textile and T-Ready-Made Industry in Total GNP (Url-6; Istanbul ready- Annual Report, 1996) 

 1993 billion TL 1994 billion TL 1995 billion TL 

Production of Textile & Ready-Made Industry 161,074 172,008 183,965 

Total GNP 1,929,250 1,855,938 937,600 

Ratio of Textile & Ready-Made Industry in Total GNP 8.3% 9.2% 9.4% 
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Textile and ready-made industry has also a vital share in total export of Turkey. This share is 36.6 percent in 1994 and 38.5 
percent in 1995. According to the big share in Gross national ıncome and big ratio in total export, macro economic 
developments affect textile and ready-made industry significantly, similarly developments in textile and ready-made 
industry significantly, similarly developments in textile and ready-made industry affect total economy. So the performance of 
the industry is closely related with the macro economic policies. 

2.2. Sector Development and Position According to the  Production and Consumption of Countries 

In Turkey textile ready-made industry developped based on cotton cultivation and artificial-synhetic fiber prodcution follows 
this. Cotton has always been a strategic raw material for Turkish economy. In the threshold of year 2000, the importance 
given total human health and environmental issue increases the value of textile prodcuts made of natural raw materials. For 
this reason, Turkey has an inherent advantage by being the sixth producer of cotton in world (Url1; Url 4; Basal and Sezener, 
2012). 

As seen in Table 2, while cotton production in the world has been around 26 million tonnes in recent years, In the 2015/16 
season, it has decreased by 13% to 22.6 million tons compared to the previous year. In this hypothetical, Especially the 
decline in the production of countries such as China, USA and Pakistan has been effective. As it happens, that the largest 
cotton production in the world has been in China for many years, this situation has changed with the increase of cotton 
cultivation areas in India in recent years. 

Table 2:  Main Cotton Producing Countries- World cotton Production (Url1; Url4) 

Country 2011/2012 
(1000 tons) 

2012/2013 
(1000 tons) 

2013/2014 
(1000 tons) 

2014/2015 
(1000 tons) 

2015/2016* 
(1000 tons) 

India 6.001 6.095 6.770 6.510 6.240 

China 7.400 7.300 6.929 6.480 5.260 

USA 3.391 3.770 2.811 3.350 2.820 

Pakistan 2.294 2.204 2.076 2.310 1.610 

Brazil 1.884 1.261 1.705 1.550 1.550 

Ozbechistan 880 1.000 940 890 860 

Turkey 750 858 760 847 779 

Australia 1.225 1.018 890 450 470 

Others 3.459 3.332 3.402 3.543 3.051 

Resource: ICAC Cotton (*) Forecast ICAC Turkey Country Report 

At present, India is the largest producer with 6.2 million tons of cotton production amount- value. This country is followed 
by China, USA, Pakistan. The result of the decline in production in Australia in recent years, Turkey has risen to seventh place 
in world cotton production (Url 4; Basal and Sezener, 2012).  

Table 3: Main Cotton Consuming  Countries- World cotton consumption (Url2; Url 4) 

Country 2011/2012 
(1000 tons) 

2012/2013 
(1000 tons) 

2013/2014 
(1000 tons) 

2014/2015 
(1000 tons) 

2015/2016* 
(1000 tons) 

China 8.635 8.290 7.531 7.520 7.330 

India 4.340 4.817 5.042 5.360 5.520 

Pakistan 2.217 2.416 2.271 2.510 2.220 

Turkey 1.495 1.350 1.400 1.486 1.500 

Brazil 888 910 879 800 800 

USA 718 762 773 780 780 

Others 4.748 4.504 5.599 5.994 5.911 

Resource: ICAC Cotton (*) Forecast ICAC Turkey Country Report 

When Table 3 is examined, it is seen that the countries that consume the most cotton in the world are the countries that 
produce the most cotton again. Whether, world cotton consumption in the last 5 periods is in the range of 23-24 million 
tons, consumption in the 2015/16 season is estimated at 24.3 million tons. The biggest share of world cotton consumption is 
China, with 7.3 million tons (30% share).  This country is followed by India and Pakistan.  Turkey, on the other hand, is the 
fourth country that uses the most cotton with an estimated consumption value of 1.5 million tons. The decrease in sowing 
areas of cotton related to supporting policies and purchase price resulted fluctuation in cotton yield. Hence cotton supply is 
not enough (Debnath et al., 2016; Url 4; Table 4, State Institute of Statistics) 
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Table 4: Cotton Production & Consumption in Turkey (Url2; Url 4; State Institute of Statistics) 

Years Stock Production 
(1000 Tons) 

Consumption* 
(1000 Tons) 

Difference The ratio between Production and  
Consumption (%) 

2011/2012 2.580 954 1.300 -346 73,3 

2012/2013 2.320 858 1.360 -502 63 

2013/2014 2.250 877 1.400 -523 62,6 

2014/2015 2.350 846 1.486 -640 56,9 

2015/2016* 2.050 738 1.500 -762 49,2 

Resource: TUIK( Turkish Statistical Institute) (*) Forecast 

According to TURKSTAT data, in our country in 2015/16 season, with the production of 2.050 tons of cotton stock, it is 
estimated that the amount of cotton for this amount is 738 thousand tons. According to the average of the last 5 production 
seasons in Table 4, country cotton production accounts for 60% of consumption. While This rate is 73% in 2011/12 season, 
because of decreasing the amount of production and increasing the amount of consumption, it has dropped to 49% in the 
2015/16 season. For longer years, the trend of production and consumption has been shown in the graphic above. 

Figure 1: The Trend of Cotton Production and Consumption in Turkey (Url 4; Url 5; State Institute of Statistics) 

 

 

 

 

 

 

 

 

In this figure 1, The amount of cotton production of Turkey is presented. Until the mid-1990s, Cotton production and 
consumption in Turkey show an increasing course at a level close to each other, since 1991/92 season, the consumption of 
cotton started to overtake production, with the 1995/96 period, the production and consumption seems to have begun 
increasing levels (Url 4; Url 5). After the 2002/03 period cotton production generally followed declined trendline-cruising, 
especially in 2008/ 2009, the negative effects on Cotton prices of the global economic crisis, it caused a sharp decline in the 
country's production, After the crisis period, production reached pre-crisis levels, but in the last three periods, a recurring 
trend-course has shown (Url 4; Url 5). In the 30-year period, fiber cotton production in Turkey by 54%, Consumption has 
been increased by 226%. On the other hand, according to the 2002/03 season where production is close to 1 million tons, 
while production is reduced by 25% in 2015/16, consumption is seen to increase by 8% (Url 4; Url 5). 

2.3. Textile Made of Cotton : Current Situation of Textile Sectors in Turkey 

Figure 1 and Table 5 show that until the period of global economic crisis of Turkey's cotton consumption, the textile sector 
has been increasing continuously due to its growth-expansion (State Institute of Statistics, Url 4). “Supporting Premium 
System” (paying producer 60 cents premium for one kg production) decreased the cost of cotton and increased the cotton 
export. While there is cotton scarcity in 93/94 season, the 60 cents fund for cotton export paid in 94, draw-backed the 
increase of the scarcity. And the increase over world market prices. The fund for cotton export is abolished by law in 
december 1995. The export of cotton that is not carded and doffed is restricted by a quota 150.000 tons. 

Table 5:  Cotton Production & Consumption in Turkey (Periods of 1990-1996) 

Years Stock Production (Ton) Consumption (Ton) 

1990/91 102813 654600 540000 

1991/92 100697 561227 625000 

1992/93 87406 573706 625000 

1993/94 212347 602238 700000 

1994/95 124219 628286 850000 

1995/96 137572 851487 900000 
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Cotton thread sector, weaving and ready-made sectos were affected negatively between 93 december and 95 november. 
This situation hurt the competitiveness of Turkey in internaitonal market especially for “basic” products like T-shirts. The 
production of cotton thread is 517,600 tons in 1993; 585,000 tons in 1994 and expected 1995 prodcution is 610,000 tons 
which is enough to meet the demand (ITKIB- Istanbul ready, Annual report, 1996) 

2.4. Artificial and Synthetic Fibers and Textile -Textile Made of Cotton 

The history of artificial and synthetic fiber ans textile begins with the production of regenerate cellulose at 1938. After the 
huge capacity increases between 1984 and 1987, the investments are decreased until 1990. In 1994 capacity increased by 20 
percent over the former year. It is expected that in the next several years fiber usage will increase by 3.5 percent yearly and 
polyester has the highest potential. At present, Turkey has the 9th biggest capacity of synthetic fiber and thread production 
in world. But in artificial-synthetic weaving area the supply does not meet the demand. 

Wool production of Turkey is 4.2 percent of the world fiber prodcution and Turkey is one of leader countries in wool 
production. But the produced wool şs not thin enough. Because of the intends to the fiber that have wool features, 
comfortable and sport garments called “casualwear” and the need of care for wool, the price of wool decreased the demand 
of wool. But a research made shows that over 795 of Turk consumer knows “woolmark” etiquette and 81 percent trust it. It 
is expected that, production and consuming will increase according to the improvements in international wool market. 
There will be an inclination for wool and cellulose fibers mixture. 

In the beginning of 1986, it is argued that whether Turkish textile and ready-made sector can show the same performance in 
the following years or not. Especially it’s argued that keeping investing on increasing capacity is beneficial for textile and 
ready-made sector or not. Turkish entrepreneur are criticised for being irrational in investment decisions in 12th 
International Textile Machinery Association (ITMA) fair at the end of 1995. Most of these arguments and criticisms may be 
true, but they are not scientific or they are not the results of searches. The searches about worldwide textile and ready-
made products consumption and production tendencies are done by the Economist Intelligence Unit and published in 
Textile Outlook International periodical. These researches can help Turkish entrepreneurs because they try to estimate how 
the production and cınsumption balances would be in the following ten years. The researches of Textile Outlook 
International depend on the data of International Cotton Advisory Committee and the development in the consumption of 
ready-made products and investments o the textile machinery according to the development in the income level (Keane and 
Velde, 2008; Url4; Turkish Cl.As., Annual Report, 1997). 

3. GENERAL PERSPECTIVE OF DEMAND FOR FIBER IN THE WORLD POPULATION 

Textile and ready-made products meet primary or secondary needs of human kind. For instance, people use textile and 
ready-made products for prodcution against weather conditions, showing-off and decoration. Every individual conusmes 
textile and ready-made products according to the religion and tradition of the society. Textile and ready-made products such 
as T-shirt, shirt, sock, blanket, inside-wear and etc. contain amount of raw materials. Total fiber demand in the world was 
29.9 million tons in 1980, but it reached to 37.5 million tons in 1992. This corresponds to 2.1 per cent increase per year. 
With his trend it is expected that demand will reach 51.5 million tons in 2004. The increase in the consumption of fiber is 
closely related with the increase in consumption of fiber in west Europe or developing countries.  

Total consumption of fiber will increase as fiber consumption per person increases. Now we are faced with a question of 
“How can we meet this increasing demand?”. Undoubtedly supply must increase parallel with the increasing demand. A 
matter of fact, world fiber supply increases approximately 2.27 percent per year and this increase meets the total demand. 
Since countries’ total fiber consumption increases as result of increasing fiber consumption per person, thses countries have 
to meet the increasing demand by increasing the fiber supplies or importing fiber. This situation forces us to examine self 
capabilities of countries. If a country can meet the demand for thread and fiber from its own establishments and factories, 
this country is called self capable country (Url 4; Url 5; Keane and Velde, 2008; Sawatzki and Sirtioglu, 2016). 

3.1. Encountered Problems in the Sector 

The textile and ready-made sectors have new dynamics; they also meet with much more problems. These problems are 
summarized as follows: 

-Excess amount over export is sold in internal market. This decreases the prices of internal market. So companies which sell 
their products into internal marlet are accomplished negatively. 

-The excess amount of new firms causes price competition for foreign markets. 

-The lack of energy and substructure cause many problems for the quality of textile industry. 

-Since many firms in sector are small and middle sized, they are not financially strong. Because of this reason, banks do not   
 give credit for these companies easily. 
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-There are rapid changes in the export markets. So many foreign importers do not buy in big lots, lot sizes are decreased. 
The companies that do not follow these rules are encountered with different problems. 

-Bureaucracy and stationary are still among the significiant issues. Changes in the exchange rates influence the firms 
negatively that export amount of percent of their products (Keane and Velde, 2008; Dadashian et al., 2007; Hax and Majluf, 
1991). 

Textile and Ready-Made sectors are the applicants of dynamic sectors in short term. 

-Marketing and delivery problems of small and middle size producers must be excluded by Sectorial Foreign Trade Firms. 

-There is low risk of raw material insufficiency. Turkey is one of the few countries that has enough raw material capacity in 
the world. 

-It is seen that being active in the marketing and delivery channels is a crucial necessity. For this reason, new investing on 
marketing and distribution channels in destination markets are increasing (Keane and Velde, 2008; Dadashian et al., 2007; 
Hax and Majluf, 1991). 

4. OVERVIEW FOR EVALATION OF QUALITY REQUIREMENT  

A Quality-Oriented Approach to the Assessment Quality Oriented Assessment supports the standards of organization and 
involves requirements, or instructions for an orderly peception to a specific facility. This evaluation may involve product 
design requirements, test methods, classifications, recommended practices, and other examinations. The advantages of this 
assesment are sorted like this. Firstly, it defines reliability requirements aimed to decrease the risk of production. It provides 
to build a level of performance for goods and products. The steps of this assessment are a structure for quality processes. 
This methodology tries to reduce cost and save money (Faridul et al., 2016; Keane and Velde, 2008). 

Quality Control bases on these significant issues. A group of activities or methods whose objectives is to provide that all 
quality conditions are being considered via observing of processes and to construct performance issues through determining 
and testing. Components of Quality Control are to develop required quality goods and product, to provide customer 
satisfaction, to evaluate the demand of customer, to decrease the cost of production, to decrease the amount of waste and 
to support to earn maximum profit according to the minimum cost (Jeyaraj et al., 2012). Targets of testing causes for textile 
testing are checking the quality and convenience and reliability of raw material and selection of material of production, 
monitoring and observing of production stages, process control, evaluation of final-end user product, whether the quality is 
acceptable or refuse-rejected, and investigation of defective materials (for instance, assessment of customer grumbles, 
detection of failure modes in machine, research and development of products). 

The purpose of study is to determine the best strategy and the improvement of the textile sector to evaluate this business 
and it will be analyzed via an engineering perspective. In this research scope, all steps of this industry will be involved. The 
other goal of this study is to define its strenghts and weaknesses, opportunity and threats components of this sector. 
Focused on the chosen significant criteria of the SWOT matrix is constructed. 

4.1. Determination the Importance of Textile Industry via Swot Analysis  

The SWOT variables are declared according to the prior experience of the researchers, experts of this sector and also 
withdraw support of brainstorming technique. The Swot analysis provides to make suggestion and decisions about problems 
in the framework of development of quality level of production in textile sector.  

This application contributes to assess the problems generating real and actual business threats-risk and benefits conditions 
with quality problems and cumulative sustainability. The same way is applied as rating type questionnaire survey. All 
questionnaires are determined and assessed in qualitative nature. The questionnaires are presented with facilities reports of 
business and interview of experts. (Bernroider, 2002; Koo et al., 2008 and Hannah Koo et al., 2011) owing to all staff 
members in top management, managerial level and board level of the company (Gorsuch, 1983). They are consulted to 
evaluate and estimate the variables on Likert 5-point scale (1-Extremely unimportant, 2-Slightly unimportant, 3- Neither 
unimportant nor important, 4-Slightly important, 5- Extremely important).  The figure 2 shows the strength, weakness, 
opportunity and threat criteria of the improvement the quality of textile industry of Turkey. 
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Figure 2:  Evaluation the Quality Development of Textile Industry by Swot Analysis  (Modified  from Jeyaraj et al., 2012; 
Dadashian et al., 2007; Hax and Majluf, 1991; Keane and Velde, 2008 by author) 

 

5. EVALUATION AND CONCLUSION  

This research is an evaluation of the quality level of textile industry. It is about the problems encountered the industry and 
the suggestions submitted during the research. Some suggestions are applied using the experience obtained. This study 
contributes the future studies on this topic. In the literature survey phase of the study, the main issue was the lack of 
publications about textile industry. Meanwhile, the available books were too old that they are far behind the new 
technological improvements. In the overview of textile industry phase, it is recognised that the data used in reports are not 
enough. These reports are prepared and used by authorised foundations such as ITKIB (İstanbul Tekstil ve Konfeksiyon 
Ihracatçılar Birliği), TCA (Turkish Clothing Association). Furthermore, the statistics in these reports are inconsistent. Since 
these reports are used for strategic decision making, this framework can cause to follow the wrong strategies. This 
conditions either can hide problems or cause inefficient usage, utilization of the capability. 

Although Turkey has sufficient raw material and labor resources. But, this potential has not been used effectively. As Turkey 
already entered custom union of European Community, the textile industry gained more importance. In order to compete in 
international markets, Turkye’s textile indusrty has to use its potential effectively and take necessary precautions. For a total 
effective structure, the firms should be related either in the form of financial associations and heartened by incentives to 
keep their flexible subcontracting configurations. This will lead to simultaneous coexistence of small and large prodcution 
units and will encourage the industry to organise itself at different production scales. In order to stay competitive and to 
surpas in this changing environment, the Turkish textile industry should develop its market policies by better design abilities, 
promote-advance the quality of the products and distribute into more demanding and exacting markets. Organisations of 
private sector and government should consider and work together for reconstitute programmes to increase activities and 
developments of fashion and design, marketing research and implementations of marketing, furtherance-publicity of 
country and brand image promotion.  

Private non-profit organisations should be established to work on design intelligence, formal education, research and 
applications, Cad/Cam advance technologies, export promotion, employee and management training. 

The textile industry is recognized for its wide and different range of products, different type and scale of firms and variety in 
the market. These factors lead to the authority of small and medium size firms which focus on comparatively few product 
classifications. This is a significant constraint, restricted factors on the process of technical change in the industry. 

During this study, it is observed that production planning is the most important problem in textile industry. The structure of 
the production units in Turkey should be modified with the regulation of the government through an industrial investment 
incentive strategy. Quality control is also a crucial issue in textile industry. Since the last step of all processes is quality 
control, it is very significant stage. But inspection of detects in textile is subjective. Factories have risk when the final-end 
product is examined and delivered to the customers. Because customer satisfaction is a vital factor to sustain the textile 
industry. With the new developing technology, descriptions of fault and defect are made to the computer and computers 
are used for inspection. But this technology does not have the ability of making strategic decisions. Furthermore, this 
technology is no wide spread in Turkey. Thus, the concept of the quality of production should be expanded to the whole 
factory and textile industry and Total Quality Management (TQM) should be implemented. 
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Turkey, being a household textile development country, has been fortunate in sustaining its production groundwork despite 
different problems accomplished during the latest decades. The scope of textile production has been inauspiciously 
influenced by the government assessments, particularly during the last decades. Despite all these troubles and problems, 
Turkey has provided to sustain sixth in the world in cotton-textile production. The investments in textile manufacturing, 
which started off as cotton threads and cotton fabric production, and with significant expansion into other textile areas as 
well as to clothing sectors. This development supported for Turkey on the fifth order in the highest cotton consuming 
countries and sixth order in the clothing exporting countries. Although there occurs a well functioning scope interchange 
market for cotton, dating back to more than 100 years (Url 4).  
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ABSTRACT  
Recently, enhancing the data collection and utilization in maritime field is one of the key issue. At this stage, the maritime authorities seek 
for applicable solutions through improving the operational processes of key stakeholders such as ship operators, shipyards, offshore 
structures, ports & terminals, etc. This study reviews the existing data analytics solutions derived by research groups, classification 
societies, and technology providers. Considering the operational level integration requirements, the potential of the existing solutions in 
safety, efficiency, environmental sensitiveness and other performance indicators is determined. In conclusion, this study contributes to 
identification of the challenges and opportunities in order to extent data analytics applications to maritime field.  
 

Keywords: Maritime industry, data analytics, operations management 
 
 

1. INTRODUCTION 

It’s a common believe that data centred decision making is one of the leading factors that changing all aspects of the 
modern industries. Data analysis have been considered as the competitive differentiator, since an increase in output and 
productivity becomes more critical for many industries, where fierce competition takes place (Wang et al. 2015).  New 
technologies have increased the capacity of capturing, storing, processing, presenting, and visualising of data.  These data is 
used for many purposes, to illustrate; performance monitoring, condition-based and predictive maintenance, optimisation 
across systems, and system overview of operations (Løvoll & Kadal, 2014). A research shows that companies, who take 
advantage of the data analytic models, have improved their output and productivity rate about 5-6 % (Brynjolfsson et al. 
2011).  Therefore; it is not surprising that data analysis has already had a considerable impact on many industries, such as; 
maritime, aviation, health, and energy.  

The maritime industry is subject to continuous demand in terms of cost, energy efficiency, environmentally friendly, timely 
delivery and economies of scale. Hence; International Maritime Organization (IMO) have introduced numerous 
conventions, and regulations to achieve these fundamental aims. According to International Convention for the Safety of 
Life at Sea (SOLAS); Voyage Data Recorder (VDR) is required to gathering specified data on board ship (SOLAS, 1974). In the 
environmental perspective; the MRV (Monitoring, Reporting, and Verification) regulation aims to quantify and reduce CO2 
emissions from shipping (EU, 2014). Moreover, the e-navigation system is another striking development in the maritime 
industry that improves the collection and integration of shipboard data. The International Association of Lighthouse 
Authorities (IALA) is defined e-navigation as the  unified  collection, integration,  exchange,  and analysis of marine 
information on board and ashore to enhance safety  and  security  at  sea  and  protection  of  the  marine environment  
(IALA, 2007). Even if the maritime authorities have imposed the data based improvement in all aspects of the industry, an 
inadequate number of research and project have been conducted within the maritime literature and maritime industry. 
Therefore; investigating the potential of data analytics solutions in maritime industry has a prominent important. The 
motivation of this paper is to review the data analytics related existing attempt in maritime domain. This paper organized as 
follows; motivation behind the study is presented in this section. In the second section, data centred studies and projects in 
maritime literature are investigated. Next, data analytics challenges and opportunities in maritime domain are fairly 
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discussed. In the last section, the potential of data analytics are underlined and possible solutions are suggested to 
overcome certain obstacles. 

2. MARITIME DATA ANALYTICS 

In this section, data analytics related studies and projects have been investigated. Data analytics applications and studies in 
maritime transportation can be divided following main areas; technical operation and maintenance, energy efficiency, 
safety performance, management and monitoring of accident and environmental risks from shipping traffic, commercial 
operation, and automation of ship operations (Løvoll & Kadal, 2014). In energy efficiency consideration; Baldi et al. (2014) 
have developed a methodology to analyse the energy flows of an entire ship with the goal of providing a better 
understanding of how energy is used on board ships. Perera and Mo (2016-a) have proposed data analysis techniques to 
understand marine engine operating regions as a part of the ship energy efficiency management plan (SEEMP). In order to 
improve ship energy efficiency under various emission control measures, SEEMP requires to collecting and analysing vessel 
performance and navigation data. Coraddu et al. (2017) have focused on the issue of fuel consumption prediction and trim 
optimisation of a vessel in real operations based on the data that gathered on board ship.  

Regarding the operational efficiency related studies; Mak et al. (2015) have devoted a research for analysing the 
operational data for speed optimization in calm sea states and the development of a trim optimization software. Dobrkovic 
et al. (2015) have addressed the problem of “long term prediction” – the ability to estimate future position of a vessel at 
least 24 hours in advance for a specific region (the North Sea connecting the Netherlands and United Kingdom). Perera 
(2016) have developed the statistical filter based sensor and data acquisition (DAQ) fault detection for ship performance 
and navigation information.  Perera and Mo (2016-b) have specified the marine engine operating regions under principal 
component analysis (PCA) to evaluate ship performance and navigation behaviour. Environmental aspects is another sub-
topic that have been investigated, such as; Leonardi and Browne (2010) have proposed a method for the calculation of the 
maritime sector’ carbon footprint, Perera and Mo (2016-c) have presented an overview of emission control based energy 
efficiency measures in the ship operation, and Bilgili and Celebi (2016) calculate the total emissions produced during a total 
80,000 DWT load by two different bulk carrier ships.  

Moreover; the FRAM Project is a voluntarily joint project that aimed to become more energy efficient and environmentally 
friendly by measure, report and verify CO2 emissions on ships. The Hull Risk Profiler is one of the maritime industry data 
centred applications. The Hull Risk Profiler enables to immediately assess the risk associated with an owner, manager, fleet 
or an individual vessel. On the other hand, the OstiaEdge Monitoring Suite enables improved use of on board data to help 
implement a condition-based maintenance. Certain Logistics firm are annually saving about the 100 million dollars since 
real-time analysis helps them to make contingency plans for different situations from route planning to general reductions 
in speed (Løvoll & Kadal, 2014). The AMINESS platform has aimed to integrate information from real-time vessel 
movements, weather data, traffic patterns, information on type and cargo of vessels, environmental data to suggest 
environmentally optimal safe route planning and deliver real-time alerts for ships (Giannakopoulos et al. 2014). Smart Ship 
Application Platform Project (SSAP Project) is one of the joint industry projects that consists of 27 member organizations. 
Main motivation of the project has utilized such application services to achieve optimum ship operation in terms of safety 
and energy efficiency (Ando, 2014). The studies that have been investigated clearly shows that in maritime domain there is 
still room for the expansion of the data centred applications and research. Moreover, data analytics have offered 
substantial opportunities that increase the maritime transportation’ competitiveness.  Therefore, identifying the challenges 
and opportunities have become a critical issue in order to extent data analytics applications in the maritime field.  

3. CHALLENGES AND OPPURTUNIES  

Most of the times, maritime transportation is considered as a conservative industry, so it takes a time to convince a 
traditional industry to fully integrate with the new data-driven age. However, required perspective should be able to 
understand this new age’ challenges and opportunities. Therefore, maritime authorities and maritime researchers have 
investigated this issue. Koga (2015) have identified four major data analytics challenges, which are; sound competitive 
conditions, human resources, technology, and security. In the first category, the privacy issue, near monopoly of data 
providers and data governance have been investigated. At the second category, human resources with certain expertise for 
dealing with data analytics shortage is underlined. Next, technology perspective is analysed with respect to the availability 
of powerful tools, flexibility, data integration, correlation and causation, and collection biases.  In the end, security 
perspective is investigated considering the unlawful control of device/machine and abusive insertion, update, and deletion 
of data. Rødseth et al. (2016) have investigated the obstacles to efficient collection of ship data on board.  The study have 
emphasized cost and quality of on-board sensors and data acquisition systems, data ownership and technical obstacles to 
the effective collection and use of data on ships.  Although the new technologies have made possible to collect all the data 
on board ship, these data are not readily available to analyse. Therefore; the owner or operator is likely to pay a high price 
for getting access to them. At this point, incompatible data formats for many types of data acquisition systems on a ship 
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makes difficult to observe and treat these data in a unified manner. E-navigation has offered a possible solution, which 
called “Common Maritime Data Structure” (IHO, 2010). On the other hand, high sea satellite communication still limits the 
ship-shore communication, while land-based communication systems offer relatively competitive low costs and high 
capacity.  Even if the all challenges that maritime shareholders have encountered with the data analytics applications, it’s 
still have huge potential to improve the output and productivity in the maritime industy. Data analytics application can be 
used not just the real-time decision support systems, but also long term performance monitoring whether ship or fleet. 
Besides, maritime shareholders can also take advantage of the data analytic to increase the energy efficiency and reduce 
the environmental effects on the marine environment.  Condition-based and predictive maintenance are also current issues 
that data analytics have great potential to deal with them.  

5. CONCLUSION 

The study have investigated the potential of data analytics in the maritime industry. In order to reveal the actual potential, 
the study have analysed challenges and opportunities that maritime shareholders have been encountered with data 
analytics application. Data acquisition problems are one of the fundamental challenges that maritime researchers 
constantly have to deal with. Even if the certain data is available on ship, accessing these data is required to strict 
regulatory development, and high cost infrastructure systems.  Data analyst shortages is another considerable problems in 
the maritime industry. Securing the data and its provider, data management related problems have also generated 
essential restriction on the data analytics applications. However, data analytics have offered huge potential to increase the 
maritime competitiveness.  Data analytics can be used to performance monitoring, condition-based and predictive 
maintenance, optimisation across systems, and system overview of operations in maritime industry. Therefore, data 
centred decision making related studies, and projects are urgently needed in the maritime industry. 
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ABSTRACT  
Companies need to deliver innovative new products in order to compete in the global market successfully. Customer preferences as well 
technologies are highly dynamic that continuous ideation is required in the fuzzy Front End of product development, where suitable ideas 
have to be selected to initiate object innovation. The fuzzy Front End is mainly unorganized in companies, and there is a lack of a consistent 
taxonomy in the literature covering all aspects in the fuzzy Front End for successful product innovation. Consequently a model describing 
the pillars of the fuzzy Front End with respect to object innovation is synthesized here based on evidence from the industry supported by a 
systematic literature review, which shall support practitioners and researchers in the successful evaluation of innovation ideas.  
 

Keywords: Innovation, new product development, front end, fuzzy front end. 
 

1. INTRODUCTION 

Companies can reach distant markets in the global business environment; however, this also elaborates the level of 
competition. In addition, companies need to update their product portfolios to cope with the changing consumer 
preferences. Therefore change and continuous development are fundamental for companies, which is leading to innovation 
(Iyer et al. 2006), the widely accepted paradigm securing a growing market share (Gronlund et al., 2010; Bear, 2006; 
Andrew et al., 2010). Innovation is the introduction of something new; a new idea, method, or device: novelty (Innovation, 
2017). The pragmatic as well the academic usage of innovation implies the generation of value to capture surplus 
(Jacobides et al., 2006). It delivers a competitive advantage in product/ service offerings (Tidd et al., 2005). Innovation shall 
be viewed as an end-to-end process within a value chain in interaction with resources and the environment (Hansen and 
Birkinshaw, 2007). Nagji and Tuff (2012) extended this concept by stating that smart firms use “total innovation” instead of 
depending on their future to collection of ad hoc efforts and apply a systematic approach. Thus innovative organizations are 
different in “strategy and vision, leadership, culture, processes, and physical work environment” (Stamm, 2003). According 
to OECD (2005) there are two main typologies, subject and object innovation. While subject innovation is focusing on 
business processes, object innovation focuses on new products/services. According the degree of the novelty, it is also 
designated incremental and radical innovation for minor, incremental improvements to radical changes (Tidd et al., 2005).  

Koen (2004) described innovative product development process as composed of 3 phases; (i) Front End (FE), (ii) New 
Product Development (NPD) and (iii) Commercialization. Product innovation initiates from FE phase of NPD process, which 
covers idea generation and idea selection. FE covers the activities that precede structural New Product and Process 
Development (Koen et al., 2001), where project- /product definition is made (Achiche et al., 2013). According to Jou et al. 
(2016), FE is very important for the success of innovation projects, since the project is selected and then its quality, costs 
and schedule are defined. Sandmeier et al. (2004) implied that almost two thirds of the total cost of new product 
development is spent in FE phase of innovation process. Hirunyawipada et al. (2015) indicated further that when the idea is 
not understood deeply, lead time and cost are increased as a result of unnecessary iterations between FE and NPD phases. 
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The solution of design problems in NDP or commercialization phases cost much more time and money then in the FE 
(Thomke and Fujimoto, 2000). 

Despite its importance, FE is less researched than other phases of product development. On the top of it, FE is fuzzy (Smith 
and Reinertsen, 1991). Fuzziness is simply the uncertainty. FE has fuzziness sources inborn, such as changing customer 
requirements or available technology for the time being. Zhang and Doll (2001) also indicated in (2001) the nature of 
competition and changing technology in this fuzzy set, and studied the consequences of fuzziness as well: the product is not 
perfectly defined. This is referred as the Fuzzy Front End (FFE) in the literature. According to Brem and Voigt (2009) 

consequently the FFE includes unknowable and uncontrollable factors. In addition to that, the FFE has generally an 
unorganized structure in companies. At this point, Koen et al. (2004) introduced “front end innovation” term instead of 
using “fuzzy front end” term, and created a framework for FE and called this framework as New Concept Development 
(NCD) model.  

However; while only a few researchers are studying F-/FE, even less deal with the structure of it. Although importance of FE 
in product innovation is known, research about how to resolve the complexity in FE is limited. There is also a lack of a 
consistent taxonomy in the literature covering all aspects of the fuzzy extend in the FE. The selection of ideas is a vitally 
important, which needs a structured approach. Consequently FFE, selection criteria and best practices for the selection of 
NPD ideas have to be looked at in detail that related dimensions have to be isolated, which constitute the pillars of the FFE 
with respect to object innovation as introduced next.   

2. REVIEW OF FRONT END METHODOLOGIES FOR INNOVATION  

One might think that unstructured FE could avoid loss of innovation project ideas because of the formalization killing the 
creativity. However, CEN/TS (2013) explained that structured FE is an enabler of the innovation stream delivering a 
continuous basis for innovation projects. In companies, generally, expert knowledge and judgment are used in FE phase for 
decision making purpose because of fuzziness of this phase. If FE is not structured, especially idea evaluation capability of 
the company will depend on individuals and would not be consistent in long term. Innovation is a process itself and must be 
implemented throughout the organization. Morris (2011) described the internal innovation process as a systematic process, 
involving strategic thinking, portfolio management and research to internalize explicit and tacit knowledge. Therefore 
strategy, portfolio management, R&D, sales and marketing enable continuous growth, driven by the generation and 
selection of quality ideas in the FE. Consequently the FE tasks do cover product strategy formulation, opportunity 
identification, idea generation, product definition, product planning and reviews (Murphy and Kumar, 1997). Koen et al. 
(2001) classified this as opportunity identification/analysis, idea genesis/selection and concept/technology development. 
Deppe et al. (2002) divided FE into four stages as preparation for the idea generation, idea generation, idea screening and 
evaluation and the first concept, by designating the first concept as the beginning of the NPD. The FE model of Sandmeier 
et al. (2004) include market and technology opportunities phase, product and business ideas phase, and draft concept of 
product and business plan phase. The management of the project portfolio is important rather than the management of a 
single project for competitive advantage, and the ideation portfolio management in FE and project success do impact each 
other (Heising, 2012; Kock et al., 2015).  

The first step in the FE process is the ideation. It is the generation, gathering, and assessing of ideas within a collaborative 
network. Only ideas with a high potential shall be selected for innovation success. According to Stevanovic et al. (2015) 
companies generally carry out the decision by using ad hoc or intuitively. However a managed and systematic approach is 
needed for game changing new product ideas (Cooper and Edgett, 2008), but the idea management processes are not 
generally managed in an organized and systematic way (Stevanovic et al., 2016). Successful ideas for NPD contain three 
dimensions which are novelty for customer, usefulness for customer and usefulness for companies (Hirunyawipada et al., 
2015). There are two main approaches to structure the FE: the New Concept Development (NCD) model (Koen et al., 2001; 
Koen, 2004) further fuzzified by Achiche et al. (2013) and the Stage-Gate Model (Cooper and Edgett, 2008). The research of 
Koen et al. (2001) revealed that organizational attributes including senior management involvement, vision, strategy, 
resources and culture are the most important factors for FE performance. In the Stage-Gate model (see Figure 1) ideas are 
simply put through a funnel with gates after certain stages letting only successful ideas pass the designated gates. However, 
the requirements for the gates are not defined and kept as company specific (Riel et al., 2013). These models both apply 
subject innovation to reach object innovation, and consequently innovation management is applied therewith.  
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Figure 1: Innovation Management Model (Microsoft, 2013)  

 
 

To isolate requirements the FE elements have to be understood. Chamakiotis et al. (2016) tried to isolate unique 
characteristics of virtual project teams with respect to collaboration in the FFE. Jou and Yuan (2016) proposed a novel 
method, combination of Crawford and Di Bendetto’s model and Cooper’s model to support the decision making in FE, and 
with this method they divided FE phase into four stages which are; market exploration and technology forecasting, idea 
generation and segmentation, portfolio analysis, and technology road mapping. Gronlund et al. (2010) proposed to 
combine the open innovation activities and Stage-Gate Model and called it Open Stage-Gate Model, to enable 
externalization. Ahmed-Kristensen and Daalhuizen (2015) proposed that the integrated usage of agile and stage-gate 
models as well. Sommer et al (2015) created a hybrid model, a combination of Stage-Gate and Agile Models, but only initial 
idea development was covered. All in one there is research indicating the importance of ideation and idea selection in the 
FE. Some tools and techniques for the selection of these ideas are introduced embedded in methodologies, but there is no 
generalized taxonomy classifying/clustering the required aspects, which have to be respected during the idea selection 
process. Available literature represents a wide spread around several methodologies, but is not structured. Consequently, 
to remedy the complexity a harmonization shall be applied in order to deliver a set of important aspects to be respected in 
the FE to achieve a potential innovation outcome. In other words; the pillars of FE in NPD are to be isolated. There is 
enough evidence and data in the literature, which has to be synthesized to a model as discussed next.    

3. DATA AND METHODOLOGY 

This study originated from the need to select correct ideas for the innovation stream. Thus the main objective of this paper 
is to quantify associated dimensions affecting on the innovation output. Therefore a systematic literature review has been 
accomplished by using key words as [innovation; fuzzy front end; idea selection; new product development] in scientific 
databases including but not limited to EBSCO, Scopus and WOS Resources. This literature review ranges from surveys to 
papers and dissertations. A total of 58 papers, 1 graduate thesis, 6 books and 1 survey have been considered as relevant 
based on the evidence from industrial consulting expertise of the authors. Data gathered thereof is used to synthesize a 
model describing the pillars of fuzzy front-end of NPD.   

4. FINDINGS AND DISCUSSIONS 

Innovation ideas shall be collected frequently, evaluated and then executed (Stamm, 2003). More generally such ideas are 
to be bred, evolved and finally selected in FE phase, which consequently shall go through NPD to become an innovation 
output via successful commercialization. Consequently FE shall respect during concurrent ideation and evaluation all 
aspects of the product life cycle to avoid costly iterations. However; limited research is available for FE, and there is a gap in 
the literature for models’ selection criteria. Despite its criticality, the idea selection phase generally depends on the area 
experts’ subjective assessments or decisions according to their knowledge (Bear, 2006). While subjective assessment can 
lead towards failure; objective assessment can lead to unbiased judgement and create more opportunities. Scholars 
proposed to structure innovative NPD by using range from lean, agile models etc. alone to in combination of these models 
with the NCD and Stage-Gate models. Furthermore, idea selection is generally investigated under idealization, project 
portfolio management, inter-firm collaboration, inter-personnel relationship, open innovation, Agile/ Stage Gate Hybrid 
methods; however it is generally mentioned as a word. Barely some researches investigate selection process alone. There is 
no generalized taxonomy with respect to the classification of required aspects for idea selection process. Moreover, despite 
available methodologies in the literature, the structuration of ideation and idea selection were found to be a weak link in 
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the innovation chain. In order to remedy the complexity of FE, mainly because of ideation, pillars of FE are isolated and a 
model in which these respected pillars synthesized is applied to secure harmonization in the FE phase. In this study, 
Cooper`s Stage-Gate Model was selected as a structure or backbone. Thus subject innovation was applied to reach the 
object innovation by ideas driven through gates, when meeting the criteria supported by the pillars. Consequently instead 
of the idea funnel approach, which is widely used in the literature, an evaluation tunnel is described (see Figure 2), where 
the respected pillars are supporting the idea evaluation model.  

Figure 2: Pillars of the Innovative Idea Evaluation Process 

  
 

This has a specific meaning. While during the funnel approach the ideas are simply passing through the funnel, or are 
eliminated, in this model the ideas have to be driven through the evaluation tunnel, i.e. they have to be further evolved. 
Ideas with correct justifications, but wrong development direction are not simply dropped out. They are developed to 
achieve successful innovation. This is an extension of the model of Stevanovic et al. (2015), by which idea efficacy of 
innovation was evaluated by means of technical, customer, market, financial and social attributes. According to preliminary 
research, pillars of the idea evaluation were consolidated to six groups as (i) Readiness, (ii) Innovation Vertices, (iii) Strategy, 
(iv) Value, (v) Break Even Time and (vi) Resource Consumption, which will be looked at in detail next. An idea might be the 
brightest, but cannot be converted to innovation successfully, when the product realization is not possible due to missing 
technology or capabilities, i.e. it shall be determined whether the innovation idea unveils a fit with competencies (Salomo 
et al., 2007). Thus maybe the most important pillar is the Readiness, which consequently covers Technology and Company 
sub-pillars. These sub-pillars have an interaction with each other. Tidd et al (2005) indicated that when technology interacts 
with both the market and the company, technology related innovation projects can be achieved. The competitiveness of 
especially high tech companies shall and can be enhanced by successful management of technology (Kropsu et al., 2009). 
Therefore peripheral vision, disruptive technologies, patent mapping and idea capture internally are supporting innovation 
(Cooper and Edgett, 2008). In order to target and reach innovation, the nature of the idea has to be understood thoroughly. 
It might be that there are no breakthrough ideas, but selected ideas shall support innovation in one or another way.  
Tsekouras et al. indicated in (2014) four vectors as offering, process, distribution, and customer, which were also 
mentioned by Sawhney (2006). In consequence, the Innovation Vertices were selected as Process, Offering, Supply & 
Distribution and Customer, wherefore the innovation contribution shall be questioned during the idea evaluation as 
explained further below.  

On the one hand, innovative organizations differ in their Processes (Stamm, 2003), which describe how companies are 
working (Cronemyr and Danielsson, 2013) by defining activities with inputs and outputs for specific goals (Cao et al., 2013). 
Koen et al. (2001) indicated that creating more innovation starts with organizational attributes rather than team 
performance, opportunity identification or ideation. Problems arising during product realization shall leverage the redesign 
of processes (Tenner and DeToro, 1996). Likewise the preventive reengineering of processes by utilizing new approaches or 
technologies also leads to subject, i.e. process innovation (Tidd et al., 2005; Eliens, 2015; OECD, 2005). This is tightly related 
to knowledge management (Cao et al., 2013). Eliens (2015) indicated that process and distribution innovation as in (OECD, 
2005) are not enough researched in literature. Considering that innovation can be achieved by the iteration and circulation 
of shared knowledge (Nonaka et al., 2008) and that process innovation involves knowledge management, the importance of 
the process pillar of innovation is further underlined. On the other hand, the object innovation is focused on in the Offering 
sub-pillar. Here the offering shall be evaluated with respect to its contribution to the object innovation. Both, products and 
services are covered in there (CEN/TS, 2013; Tsekouras et al., 2014). The way how the offering is organized, as well the 
products/services themselves are the focal point of this sub-pillar. The organization of the offering can be e.g. platform 
type, where common architecture of design is done and different types of product are developed on this common 
architecture (Koen, 2004). However, when transforming the voice of customer (VOC), the products might become 
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standardized and the contribution to innovation might be reduced. Thus market research has to be done continuously 
(Stamm, 2003). Therefore the ideation shall be capable to look beyond the market of today and shall bring a strategic 
insight as well, by tracking the change today. Nevertheless Kock et al. implied in (2016) that ideation is interdepended from 
market environment turbulence. Consequently short time trends shall not sway the evaluation, but riskiness, portfolio size 
and interdepended projects have to be examined under this pillar by applying consistent portfolio management (Morris, 
2011), to evaluate ideas with respect to their contribution to innovation potential as products.  

The product realization is accomplished within integrated supply chains to deliver competitive advantage (Ursino, 2015), 
where exchange of tacit knowledge and mutual knowledge generation may not be well-preserved, which are prerequisites 
of innovation (Casanueva et al., 2013). However; if object innovation is supported by concrete not only internal but also 
external linkages, value created by can be further increased. This dilemma is described in the literature as open innovation 
(Chesbrough, 2006) in the collaborative virtual product realization environment (Ucler and Kristensen, 2016). Consequently 
this pillar is simply named here as the Supply & Distribution in a generic manner, emphasizing that supply and distribution 
do contribute to the Innovation network (Tidd et al., 2005). Fuzziness can be decreased by supplier integrated FE (Wovak et 
al., 2016), where iterative learning cycles among integrated product development stakeholders increase the efficiency and 
effectiveness of the FE (Sandmeier et al., 2004). Temporary virtual project teams may have unique characteristics over FE 
activities (Chamakiotis et al., 2016), thus the model shall be kept as simple as possible in a collaborative and lean manner 
(Tuli and Shankar, 2015). Moreover, exporting and importing know-how may be inter-organizational as in open innovation, 
but also across various departments. Thus the internal linkages in an organization are also important in innovation (Tidd et 
al., 2005; Cornetto et al., 2016), where the balance between inter-firm and intra-firm structure types in FE phase should be 
managed properly to succeed in the market (Jörgensen et al., 2011). Innovation can be delivered by how supply and 
distribution is made (Tsekouras et al., 2014). Furthermore partners, vendors, external scientific/ technical communities, 
external finished product designs and external ideas can contribute to the open innovation (Cooper and Edgett, 2008). Thus 
importing external know-how and exporting internal know-how reduce cost and development (Gronlund, 2010) for the 
benefit of the company and the customer, which shall be evaluated here.  

One aim of innovation is creating differentiated customer experience or a new clientele that Customer is selected as 
another sub-pillar. If early involvement of the customer is gained, product type or service needs can be understood in the 
early phases in the FE (Khurana and Rosendhal, 1998; Eliens, 2015). Stamm studied in (2003) the confliction between 
customer preference and the preference to be offered, furthermore, concluded that misinterpretations can be occurred 
while transforming the VOC. Moreover Cooper and Edgett (2008) include the VOC as an important idea source for 
innovation. But the customer vertex includes much more than the integration of the customer experience in the FE. 
According to Tsekouras et al. (2014) the customer as in the fourth vector of business innovation  does represent new value 
capture through new revenue streams within new segments as well. So innovation ideas have also to be questioned with 
respect to new customers and the revenue stream in short term and long term.  

Strategy is a key driver for product innovation (Stevanovic et al., 2016). Morris implied in (2011) that strategy and 
innovation form each other. Eliens (2015) and Khurana and Rosendhal (1998) indicated that strategy pillar implies the 
coherence between product innovation project and firm’s business strategy, where internal and external environment shall 
be respected (Tidd et al., 2005). First the innovation strategy of the organization shall be defined (Cassiman and Veugelers, 
2006) and then the ideas shall be selected according to the coverage of their business plans to the corporate strategy 
(Salomo et al., 2007). All strategies of the company shall be covered by the selected ideas thus the portfolio management is 
vitally important. Kock et al. (2015) studied the effects of ideation portfolio management on FE success, and created a 
research framework in which ideation portfolio management is divided into three elements which are ideation strategy, 
process formulization and creative encouragement, concluding that there are significant effects between these elements 
regarding front end success and eventually project portfolio success.    

Today “high-level science and engineering are no more important than the ability to use them in mid- and ground-level 
innovations” (Bhide, 2009). Within the Value vertex the innovation idea shall be tested for main value drivers (Salomo et al., 
2007). Therefore the practical application and the value generation shall be focused on, not how good the idea is. Especially 
added value can be achieved easily by incremental innovation, while other innovation types might generate totally new 
horizons, but imply risks. Value creation can be in different areas such as by product innovation or by business model 
innovation (Bhidé, A. 2009; Amit and Zott, 2012). Jacobides et al. (2006) implied that innovation value capture surplus. 
Hansen and Birkinshaw, (2007) studies the innovation value chain in interaction, and defined the innovation value chain as 
idea generation, conversion and the diffusion. Sometimes the users value of IT innovations cannot be captured with 
traditional accounting (Grant et al., 2013) that Porter’s value chain analysis for differentiation can be used for innovation 
assessment as well (Ucler and Gok, 2015).    

The assessment for the Break Even Time is a very important consideration. Easy to realize innovation with an early return 
may be preferred to increase innovation volume. Furthermore the appropriate product introduction time within the 
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innovation portfolio and thus the schedule can be determined therewith (Calantone et al., 2014; Palmberg 2006). Park et al. 
(2016) studied the break even time analysis in NPD, and concluded that depending on businesses’ cost structure and 
innovation speed, there is a difference in break even time of industries. Nevertheless companies shall benchmark in their 
segments and evaluate business cases of innovation ideas accordingly.  Finally the Resource Consumption is the last 
important vertex. NPD projects for innovation might require many resources individually, but collectively they can consume 
a large amount of resources, thus a balanced portfolio management is a must (Cooper, 2003). The allocation can be 
adjusted (Loch and Kavadias, 2002) to have a spread over certain projects, but shall not jeopardize existing value streams. 
The sustainability context may be included there by sustainable innovation as well (Wever and Boks, 2007; Dewulf, 2013), 
but shall be better included throughout the whole evaluation process.  

All in one these pillars span the solution space of the questioning towards innovation. Instead of using business specific 
evaluation pillars, generic idea evaluation pillars are generated to provide a general overview to the problem. These pillars 
might have weights associated, depending on the strategic objectives of the organization. Moreover depending on the 
business type minor adjustments can be done to increase the effectiveness of the innovation project, but the delivered 
taxonomy based on these pillars does deliver a robust evaluation respecting all aspects.  

5. CONCLUSION 

Although the importance of FE in product innovation is known, research about solving the complexity of FE is in progress. 
Moreover the fuzziness of the FE is increasing this complexity via rapidly changing variables in market conditions, 
technology and customer requirements. Nevertheless; a product has to successfully address the requirements by 
transforming technology under available market constraints. This is not an easy task; especially it is not easy to foresee the 
success in the FE phase. On the top of this, companies have to innovate and deliver added value to capture surplus. This 
automatically implies that new technologies are adopted and new ideas are transformed into products. This builds up the 
unknown further and the question remains open, which ideas are the best candidates for NPD, i.e. which ideas do provide 
the best innovation potential, but do streamline with the organizations’ strategy and capabilities. Ideation is the exploratory 
part of FE, where NPD ideas are generated and then evaluated. The evaluated ideas, products in spe, play an indispensable 
role in the success of the company in the market. When the idea generation relies on persons, there is no collaboration. The 
outcome of such an unstructured approach is arbitrary evaluation, not complying with the innovation goals of the company. 
Furthermore the lack of a system for ideation, as well for evaluation and tracking does risk the continuity of the innovation. 
As a result the consequent selection after ideation in FFE is focused on in this study, in order to harmonize the literature 
and provide a model synthesized by the aspects of selection, which have to be respected in the FFE of NPD.   

The New Concept Development Model and the Stage-Gate Model are popular for structured ideation and consequent 
evaluation throughout NPD, allowing a consistent flow of ideas through a funnel, where innovation contributors can be 
selected. These can be converted then into new products. In order to eliminate subjective assessments and especially to 
enable a multi-dimensional approach for the evaluation, the pillars of the FE were isolated, which have to be respected 
during evaluations. Criteria from the literature were consolidated to six groups of (i) readiness, (ii) innovation vertices, (iii) 
strategy, (iv) value, (v) break-even time, and (vi) resource consumption, which are proposed to be used in combination with 
a modified Stage-Gate Model, where ideas are driven that their evolvement is supported as well. Thereof the generic idea 
evaluation pillars do not depend on the nature of the business case. When after ideation these pillars are respected in the 
evaluation, the structured coverage eases innovation outcome by streamlining ideas, strategy and capabilities. The FE is 
inborn fuzzy because of the given change, but this objective, structured approach leads the way to manage the fuzziness as 
well. 

This work contributes to the literature first by reviewing and merging FFE and idea selection related innovation literature 
and practices, which were found to be unorganized with a divergent spread. Then taxonomy is delivered within. Thus the 
practical implication is that NPD and innovation professionals can use this delivered model to cover all required aspects in 
their evaluations. Moreover, to attain continuous innovation, companies need to have a quality idea evaluation process, 
which basics are supported herewith, since this work combines many sources for idea evaluation. This work is of course of 
general nature and despite guiding the practical implementation it is reflecting a research in progress. Thus a robust model 
utilizing these pillars will be constituted within future research, minimizing the intrapersonal interactions by guiding the 
evaluators.  
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ABSTRACT  
This study investigates the impact of using textual features for the detection of vandalism across low-resource language sections in 
Wikipedia. For this purpose, we propose new features that allow the machine learning-based text classifiers to better distinguish vandalism 
and to improve the detection rates of vandalism across languages, based on textual features applied in previous researches. These features 
enable us to compare the contributions of the bots against vandalism, stressing the differences between bots and editors with regards to 
the detection of vandalism. We propose a new set of efficient and language independent features, which has the performance level similar 
to the previous sets. Three Wikipedia sections will be used for this purpose: Simple English (simple), Albanian (sq) and Bosnian (bs). We will 
show that our set of textual features has similar and, in some cases, better vandalism detection rates across languages than previous 
research.  
 

Keywords: Wikipedia, textual features, low-resource languages, vandalism. 
 

1. INTRODUCTION 

Vandalism is a great challenge for Wikipedia, with humans being the main cause, through various illegitimate acts leave 
traces in computer systems. Our hypothesis is that vandalism can be characterized through models of article views of 
vandalized Wikipedia articles and that vandalism behaviour is similar across different languages. In the past, a similar 
research was done by West (2013) and Tran and Christen (2013).  This paper is an extension of work originally presented in 
Susuri et al. (2016), by addressing the issue of using textual features detecting vandalism in Wikipedia's articles across 
languages. According to our hypothesis, a model developed in one language can be applied to other languages. If 
successful, this would drop the costs of training the classifiers separately for each language. Applying this model of 
vandalism detection across different languages shows similar results. In this paper, we will explore the possibility of 
applying the detection of vandalism across languages through textual features. We combine these data sets in order to 
analyse any gains in terms of language independency of certain features.  

For this purpose, we compare performances of standard classifiers for identifying vandalism in three Wikipedia data sets 
(Simple English, Albanian and Bosnian). On top of this, we compare the performances of classifiers in one language and the 
other one and in the combined, data set. Vandalism detection bots have and are changing the way Wikipedia identifies and 
prevents vandals (Geiger and Ribes, 2010). However, contributions from these bots are rarely discussed, despite their 
importance for maintaining the reliability of Wikipedia, some of whom have become the most active editors (Adler et al., 
2008). The increase of responsibilities of bots in the detection of vandalism raises several research issues: 

• How big is the difference in values between the bots of vandalism detection and editors? 
• How do they differ across different languages? 

Our research is based on learning to detect vandalism bots together as well as from the editors, and then implemented 
these models in three different languages: English (simple), Albanian (sq) and Bosnian (bs). 

mailto:arsimsusuri@gmail.com
mailto:m.hamiti@seeu.edu.mk
mailto:agnidika@yahoo.com
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We propose a new set of efficient and language independent features, with similar or better performance levels in 
comparison to previous textual features. We will show that bots and users have similar reference values in terms of 
identifying vandalism when their models apply to other sets of classification in cases of vandalism. The contributions of this 
paper are: 

• Development of new textual features used for the detection of vandalism, independent of language, with better 
efficiency in comparison to previous researches 

• Determining the differences between bots and users regarding vandalism identified by bots and users 
• Demonstration of application of classification models across languages without losing out on quality classification 

The paper is organized as follows. Section 2 describes data sets used for this purpose, and the textual features used for the 
purpose of the detection of vandalism across languages. Section 3 reports and discusses the empirical results. And the final 
section gives conclusions. 

2. DATA SETS AND FEATURES 

2.1. Data Sets 

Wikipedia saves all article revisions in the so-called history dumps in XML or SQL format. For the purpose of this paper will 
use the history dumps of Wikipedia in three low-resource language section: history dumps in Albanian

1
, Simple English

2
 and 

in Bosnian
3
. We use the Wikipedia history dumps of edits dated 29.10.2015, for Simple English, Albanian and Bosnian 

language sections. History files (pages-meta-history) include article revision history, including additional data related to the 
revision and labeling text. 

The reason for choosing these data sets is that, to our knowledge, no one else has analysed the history dump of Wikipedia 
in Albanian in the context of detection of vandalism. Two other history dumps were selected to validate our hypothesis 
about the independence of the textual features, to validate detection of vandalism across languages, and because the sizes 
of these data set are similar. In terms of the volume of articles, similarities exist between these three editions of Wikipedia, 
as described below: 

• Wikipedia in Simple English contains 119,183 articles
4
 

• Wikipedia in Albanian contains 55,894 articles
5
 

• Wikipedia in Bosnian contains 69,765 articles
6
 

Therefore, we can compare the possibility of applying our textual features in the detection of vandalism. We split these 
data sets into training sets (revisions before 2015) and testing sets (revisions in 2015). The testing sets contain 8-28% of all 
revisions for each of the three language sections. We will distinguish contributions of bots from contributions of editors 
(users), and compare vandalism that one classifier can learn from vandalism repairs made from bots or users. 

2.2. Feature Creation 

We create our textual features stemming from differences in the content of the repaired revision of the article in 
comparison to the previous revision, containing vandalism. Using the diff algorithm (Hunt and Mcllroy, 1974) we obtain 
unique rows in terms of revision before the repair, unique rows in terms of revision after the repair and revised rows during 
the process of repair. We do not take into account common rows, due to precise designation of changes in the content. 
Common rows show us the ratio of vandalized content and the legitimate content, but in cases of mass deletions, the size 
of unique rows in relation to the repaired revision is sufficient to indicate vandalism.  

The features are shown in Table 1.    

We then apply the process of determining the difference at the word level with the aim of extracting vandalized words that 
were repaired. For the processing of the text, we use Unicode (UTF-8) and alphabets for the English, Albanian and Bosnian 
language, respectively. Along with the appropriate description and the average time for generating features, we also use 
the statistical test of Kolmogorov-Smirnov (K-S) (Massey, 1951). Our features are applied on changed words instead of 
changed revisions (as in previous researches). We use textual features from PAN 2010 and PAN 2011 Workshops (Mola-
Velasco, 2010; West and Lee, 2011), where we find the first application of textual features for the purposes of detecting 
vandalism.  

                                                           
1 https://dumps.wikimedia.org/sqwiki/  
2 https://dumps.wikimedia.org/simplewiki/ 
3 https://dumps.wikimedia.org/bswiki/ 
4 https://simple.wikipedia.org/wiki/Main_Page 
5 https://sq.wikipedia.org/wiki/Faqja_kryesore  
6 https://bs.wikipedia.org/wiki/Početna_strana 

https://dumps.wikimedia.org/sqwiki/
https://dumps.wikimedia.org/simplewiki/
https://dumps.wikimedia.org/bswiki/
https://simple.wikipedia.org/wiki/Main_Page
https://sq.wikipedia.org/wiki/Faqja_kryesore
https://bs.wikipedia.org/wiki/Početna_strana
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Features from V01-NR1 to V10-NTF are created from the revisions before and after the repair. Features from V11-FP to 
V18-KV are created from changed words during the repair process, which isolate possible vandal words and include 
distribution of words in the repair. Features from V19-RMV to V24-SGV are applied on each of the repaired words, where 
values indicating vandalism are chosen.  

2.2.1. Modifying Features 

The above-mentioned features are suitable for detecting changes in the content of the articles. 

Features from V01-N1 to V04-NRN2 are enumerations of types of rows from the diff algorithm. High values of unique rows 
in the vandalized revision (before repair) could be a sign of massive insertions, while higher values in the repaired revision 
(after repair) could be a sign of massive deletions. The number of rows changes may be a sign of small changes as a sign of 
vandalizing insertions or textual changes.  

Table 1: List of Features Created Before (1) and After (2) Repair 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These features are similar to the feature byte change in the West and Lee (2011), but the difference here is the possibility 
of clarifying the impact of changes in these features. Features from V05-DGTF to V10-NTF are similar to the enumeration of 
rows. Through these features the process of enumerating changes in words, before and after repair, is implemented. These 
changes indicate cases of minor vandalism that modify specific words. The difference in length of specific words, and the 
difference in numbers of specific words determine the relative size changes needed for revision repair. Lengths and 
numbers of special words determine the relative change in size and the sheer number of changes needed to repair the 
vandalism. These combinations of features can identify repairs made by bots in cases of minor vandalism. 

2.2.2. Features from Wiktionary 

We borrow features from Wiktionary
7
 in English

8
, Albanian

9
 and Bosnian

10
 languages. At the same time, we are borrowing 

the workshops features of PAN Workshops, adapted for our testing purposes. By using features from V11-FP to V13-FV we 
analyse the ratio letter / word considering three types of actual vandalism: pronouns, slang and vulgarism. In total, there 
are 40 pronouns, 1130 slangs and 347 and vulgarisms. We seek these words in the diff algorithm at the sentence level. For 
example, if vulgarism in the English language is used in the Albanian language, these vulgarism features are numerated into 

                                                           
7 https://www.wiktionary.org/ 
8 https://simple.wiktionary.org/wiki/Main_Page 
9 https://sq.wiktionary.org/wiki/Faqja_kryesore  
10https://bs.wiktionary.org/wiki/Početna_strana   

Features 

 
Description 

Time (ms) 

 
K-S test 

(failures) 

K-S test 
(PAN) 

(failures) 

V01-NR1 Number of Unique Rows in (1)  0.043 10% 0% 
V02-NR2 Number of Unique Rows in (2)  0.043 0% 50% 
V03-NRN1 Number of Unique Revised Rows in (1) 0.043 10% 50% 
V04-NRN2 Number of Unique Revised Rows in (2) 0.043 10% 25% 
V05-DGTF Difference in Total Length of Unique Words in (1) and (2)  0.522 0% 25% 
V06-DNTF Difference in Total Number of Unique Words in (1) and (2)  0.472 0% 0% 
V07-RGTF Ratio of Total Length of Unique Words in (1) and (2) 0.522 11% 25% 
V08-RNTF Ratio of Total Number of Unique Words in (1) and (2) 0.472 11% 25% 
V09-NFV Number of Unique Words 0.005 12% 0% 
V10-NTF Number of Total Words 0.003 125% 0% 
V11-FP Pronoun Words 0.011 50% 100% 
V12-FZ Slang Words 0.007 30% 50% 
V13-FV Vulgar Words 0.007 50% 100% 
V14-FSM Capitalised Words 0.006 10% 0% 
V15-FAN Alphanumerical Words 0.006 10% 0% 
V16-SV Single Letters 0.007 80% 100% 
V17-NN Single Digits 0.005 22% 75% 
V18-KV Single Characters 0.006 80% 100% 
V19-RMV Highest Ratio Uppercase-Lowercase 0.170 0% 25% 
V20-RSS Highest Ratio Digits-All Letters  0.170 0% 25% 
V21-GFP Length of the Most Repeated Word 0.200 12% 50% 
V22-GKG Length of the Longest Character Repeated  0.175 10% 50% 
V23-FGV Longest Unique Word 0.045 10% 25% 
V24-SGFV Sum of Length of the Unique Words 0.045 10% 0% 

https://www.wiktionary.org/
https://simple.wiktionary.org/wiki/Main_Page
https://sq.wiktionary.org/wiki/Faqja_kryesore
https://bs.wiktionary.org/wiki/Početna_strana
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the features for revision in the Albanian language. Visual inspection shows that slang and vulgarism are not usually common 
words in other languages. Features from V14-FSM to V18-KV are used to enumerate different types of sentences. By 
analysing the letters of each word, some indications of possible vandalism can include words that start with uppercase, 
words with numbers and words that consist of only one letter. These features are common indicators of vandalism in other 
studies (Mola-Velasco, 2010; West and Lee, 2011), as well. 

2.2.3. Features from Words 

Features presented in Table 1 are based on preliminary research but have been modified in order to apply in our analysis at 
the level of words. In analysing the change of sentence, the idea is that an unusual appearance a presentation of unusual 
words point to vandalism, therefore, not apply a total or average value based on the fact that the vandaliser can attempt to 
avoid detection of vandalism by disguising the vandalism with legitimate question but not related to sentences vandalized. 
Features from V19-RMV to V20-RSS are used to determine the ratio letter/word. These features are based on research 
conducted by Mola-Velasco (2010), with a difference in that the application of our experiments is at the level of words and 
not at the level of the document. Minimum or maximum values are a clear indicator of vandalism. Features from V21-GFP 
to V22-GKG are used to determine the length of the longest repeated character in a word, as applied in Mola-Velasco 
(2010), as one of the clear indicators of vandalism. Feature from V23-FGV to V24-SGFV are used to separate longest unique 
words and total size of unique words in the changed words. These features are based on Mola-Velasco (2010) and West and 
Lee (2011), but with a modified application. 

3. EXPERIMENTS  

We apply separation of the Wikipedia data sets into training sets (all reviews prior to October 2015) and into testing sets 
(after October 2015). Since the data set is not balanced, we apply under-sampling in order to balance the legitimate 
revisions with vandalised revisions. Through this preparatory procedure we enable the Random Forest algorithm to 
improve performance with more balanced sample trees. 

3.1. Classification Results  

We use the Random Forest classifier in Weka
11

. This classifier is better in terms of performance, as shown in previous 
relevant research (Adler et al., 2011), therefore this is the reason of the application of this classifier in our tests. To get the 
most out of the performance of this classifier, we apply a ten-fold cross validation on the training data, using a number of 
parameters of this classifier, such as the number of the forecasters (the trees in the forest), the maximum number of 
features, the minimum number of leaf samples, the minimum number of samples for separation and minimal density. The 
results obtained are measuring values of Area Under Curve – Precision Recall (AUC-PR). The reason for using AUC-PR is that 
these values obtained are not affected by the design of the data (under-sampling in our case) (Davis and Goadrich, 2006). 

3.1.1 Combining Classification Languages 

For complete sets of Wikipedia (simple and sq), Table 2 presents the results of the combination of training and testing data. 
Within the same language and type of users (diagonal values), the classifier shows higher performance in comparison with 
language combinations. Except in the case of the bots’ values in Albanian, where the classifier trained on the data from bots 
in Wikipedia in English shows better results. This suggests that the bots of Wikipedia in English can identify more cases of 
vandalism in the Albanian section of Wikipedia than bots of Albanian section of Wikipedia. 

Table 2: Classification Across Languages and Users for the Random Forest Classifier 

AUC-PR Testing simple sq bs 
Training Type Bots users bots users bots users 

simple 
Bots 0.923 0.821 0.871 0.732 0.913 0.778 

Users 0.912 0.844 0.849 0.755 0.905 0.785 

sq 
Bots 0.899 0.766 0.864 0.730 0.854 0.764 

Users 0.893 0.785 0.847 0.749 0.834 0.783 

bs 
Bots 0.912 0.801 0.881 0.787 0.918 0.768 

Users 0.905 0.823 0.847 0.802 0.907 0.790 

For users in three languages, we find consistent performance in the detection of vandalism in three languages. This 
suggests that users search for similar patterns of vandalism just as bits do. Users of Simple English Wikipedia identify, 
proportionally, more cases of vandalism across languages than users of other languages. This suggests that with more users 
(editors), more vandalism models can be identified. 

                                                           
11 http://www.cs.waikato.ac.nz/ml/weka/  

http://www.cs.waikato.ac.nz/ml/weka/
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3.1.2 Combined Training Data 

We combine training data from bots and users for both languages, for each type of editor, and for two languages and two 
types kinds of editors. The classification results are presented in Table 3. The purpose of this test is to try to apply the 
learning of vandalism without distinguishing the contribution from bots or users. By learning from the bots and users for 
each language, we find some differences in the classification performance. Bots follow common rules and structures of 
vandalism that learning algorithms learn fast, providing more accurate results and higher AUC-PR value. On the other hand, 
cases of vandalism detection from editors have greater variation in vandalism types as there are cases of vandalism which 
cannot be detected by bots. Similarly, as in the previous case, we find no statistically significant difference when comparing 
the rows between Tables 2 and 3. This shows that there are no differences in learning vandalism from bots or users across 
languages. 

So, the combination of observations from bots and users does not cause performance improvement in the 
vandalism detection rates identified by users. It makes us realize that, on one hand, users really identify a wider 
array of vandalism types, while on the other hand, the contributions of bots do not change with the changing of languages, 
but nevertheless improve the classification performance. Although these improvements are small, in reality it means 
hundreds or thousands of cases (depending on the section of Wikipedia) of vandalism are automatically detected. 

Table 3: Classification Across Languages and Users 

AUC-PR Testing simple sq bs 

Training Type botët përdoruesit botët përdoruesit botët përdoruesit 
simple Bots/users 0.932 0.808 0.902 0.732 0.911 0.785 

sq Bots/users 0.924 0.798 0.905 0.735 0.896 0.782 
bs Bots/users 0.927 0.803 0.915 0.734 0.934 0.784 

Total Bots 0.937 0.793 0.931 0.730 0.931 0.783 
Totai Users 0.927 0.815 0.953 0.741 0.937 0.791 
Total Bots/users 0.935 0.816 0.947 0.754 0.934 0.795 

3.1.3. Combined Training and Testing Data Sets 

To complete the learning across languages and to have comparable data with previous research, we combine both types of 
editors for training and testing data. In Table 4 we have presented the results of the classification across languages for each 
language and combined training for the world and for three languages user total data and training. Results of the relevant 
training and testing data of the languages in question (Simple English, Albanian and Bosnian) show AUC-PR values being 
between the values in Table 3 and 4. This enables us to understand that by using all training data, detection rates benefit 
significantly better statistically in both languages. 

Table 4: AUC-PR values across three languages 

AUC-PR Testing 

Training simple sq bs 
Simple 0.874 0.734 0.804 

Sq 0.865 0.732 0.811 
Bs 0.872 0.722 0.833 

Bots 0.871 0.723 0.802 
Users 0.871 0.734 0.754 
Total 0.884 0.743 0.834 

 

3.1.5 Results of Data Modelling 

We have modeled over-fitted legitimate reviews by the Random Forest classifier because it enables us to build decision-
making tree on the classifier in order to distinguish vandalism, reduces the size of the model and data needed for training, 
and reduces the time of the learning. However, modeling the data raises questions of bias in performance. Table 4 shows 
values  according to the ratio 1:1 of legitimate reviews with vandalised reviews (over-fitted values). In order to have more 
convincing results, we repeated our experiments based on modelled ratios of 2:1, 5:1, 9:1 and 13:1. The latter two values 
are applied in the experiments because the share of the vandaised reviews in the PAN-WVC-10 and PAN-WVC-11 data sets 
is approximately 7% (93% reviews legitimate - 7% vandalised reviews) which coincides with the ratio 13: 1. Ratio 9: 1 
reflects the range of vandalism found in previous studies (Potthast, 2010). 

We compare the values obtained in Figure 1, for the classification within the same language (diagonal values in Table 4). For 
classification across languages, in Figure 2 we have shown average PR-AUC values, along with mean standard error. Based 
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on figures and applied tests, we can conclude that the re-modelling process has little negative effet on the values of 
classification. In Figure 1 we have shown the results of the training applied to the balanced data,with a ratio of 1: 1, 
together with the results of applying on unbalanced testing data sets with ratios 8:1 and 13:1. These results simulate real 
consequences of learning in the balanced data set and applying in the unbaanced data set, such as full sections Wikipedia. 
In Figure 3 we have shown the results of the classification within the same language, as well as in Figure 4 the classification 
across languages, with average AUC-PR values, along with mean standard error. Experiments applied in PAN data sets are 
included in the Figures 3 and 4 for comparative purposes.We can see from the figures, that the proposed features have very 
good results, compared with previously applied features. Similarly, for the classification across languages, the proposed 
features have very good and comparable values  to previous research. On this basis, we can say that there is a stable trend 
of vandalism within a language, which is applicable to a large extent, across languages. 

4. FINDINGS AND DISUSSIONS 

The benefit from the application of machine learning across languages for the detection of vandalism is the generalization 
of classification models for different sections of Wikipedia, without learning from many cases of vandalism. Our results 
show that learning the language that has many cases of vandalism, such as the section on  

Figure 1: Comparison of Different Values of Classification across Languages 

 

Figure 2: Comparison of Different Features of Classification within Languages 
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Figure 3: Comparison of Combination of Different Features of Classification across Languages 

 

Simple English may generalize very well to smaller sections of Wikipedia, such as the sections in Albanian and in Bosnian. 
One advantage of our approach is the immediate and comparative analysis of the current revision of the text of the 
previous review, with the aim of determining the potential vandalism. 

Figure 4: Comparison of Combinations of Different Features of Classification across Languages  

 

We do not need to add meta data, and user profiling to determine vandalism.  

Our textual features show performance which is comparable to the previous research and improves performance based on 
the preliminary review models in Wikipedia. Our features are designed with the aim of generalizing the language in 
experimentation, which is reflected in the classification performance. 

A limitation of our research is to support the textual features that cannot easily detect vandalism which can detect whether 
we use metadata or user features reputation. Our classification method uses under-fitting as a balanced approach to 
distinguish between the majority class (legitimate reviews) and minority class (vandalizing revisions), and to reduce the 
training data set. Although this method can add noise in the data sets, results in Section 3.1.5 tell us that under-fitting does 
not affect the classification results significantly, if we repeat the experiments with different proportions of training and 
testing. We have presented only one classifier performance which, although in these sections Wikipedia has shown 
consistent results, may not be the best in other sections of Wikipedia. 

5. CONCLUSION   

In this chapter we applied the comparison between bots and users, in terms of identifying based on the detection of 
vandalism in low-resources sections of Wikipedia. We have developed textual features that include features commonly 
used for the detection of vandalism and we used a classifier for the features, listed above, important to bots and to users in 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.80-87           Susuri, Hamiti, Dika 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.575                                              87                                                       PressAcademia Procedia 

 
 

three language sections of Wikipedia. We present and discuss the differences between the bots and users in terms of 
identifying vandalism in three sections of Wikipedia: Simple English, Albanian and Bosnian languages. Comparison with 
previous research has shown that our techniques are comparable and sometimes better than these researches. Our 
contributions showed that we can apply the learning of vandalism in one language section of Wikipedia and then apply a 
classifier in other sections with little loss in quality of classification.  

In the future, the focus of the research should be anonymous users’ contribution in identification of vandalism. This is 
because of difficulties in determining their identity. Creating an online system for the purpose of evaluating the efficiency of 
the characteristics previously submitted and to assess the performance impact of these features in the detection of 
vandalism, will further improve the detection of vandalism. 
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ABSTRACT  
Indoor positioning is a significant problem for many work areas. Indoor positioning due to breakage and disappearance of signals due to 
walls and other obstacles in indoor requires a different solution to the outdoor Therefore, the GPS, which is successful for outdoor 
positioning, can not work in the same way as internal positioning. Positioning can be done by using anchor nodes that have their own 
position information located in wireless sensor networks In this study, DV-hop method, one of these methods, has been examined. It has 
been investigated in three different methods presented as an alternative to the classical Dv-Hop method and its advantages and 
disadvantages are discussed. 
 

Keywords: Indoor localization, wireless sensor network, positioning, Dv-Hop  
 
 

1. INTRODUCTION   

With the development of technology, academic and industrial field requirements have changed. Knowing the location of 
the users is one of the most important of these needs. The applications that are being worked on aim to make life easier for 
users, especially in areas such as health, military pursuit and security [1]. GPS is the most used and most successful system 
in outdoor positioning [2]. However, GPS is not as successful as outdoor positioning in terms of indoor positioning. Because 
especially in the interiors walls are an obstacle to the transition of any object signal. Objects that are not completely 
obstructive to the passage cause the signals to be broken, which cause power loss and therefore the wrong result. 
However, the necessity of installing a GPS transmitter on every object to be tracked by GPS increases the cost considerably 
[3].  

Wireless sensor networks are also one of the technologies used for positioning. Reducing the cost of used sensors, making 
them less energy-consuming, and wider and more effective networks can be achieved after the scaling of their dimensions. 
In this way, more convenient information can be collected and processed from the environment. When positioning in 
sensor networks, it is necessary to mention the anchor nodes. These nodes are nodes that know their location. By using 
these nodes, the position of the nodes that do not know their position is determined. Several methods have been 
developed to do this positioning. These are classified as distance based, anchor node based, and hybrid constructions. In 
this report, after the information about some developed technologies related to this subject is given, the ongoing Dv-Hop 
method will be detailed. Alternative Dv-Hop methods will be compared with the developed methods. 

2. WIRELESS SENSOR NETWORK POSITIONING 

Wireless networks are produced as an alternative to wired networks and are technology that enables communication with 
specific standards from the air. Wireless sensor networks are called wireless networks that contain sensor nodes. Sensors 
can communicate wirelessly and have features such as signal processing and propagation. Sensors have a certain amount of 
energy and coverage. Therefore, they can serve at a certain capacity. More sensors are needed to build a more efficient 
structure in wireless sensor networks. This is a factor that increases the cost. However, the coverage area and the amount 
of energy in the sensors are of a certain level. Therefore, a network structure with more sensors must be built in order to 
create a structure that will lead to more efficient results. This will increase the cost and the amount of energy required. This 

mailto:merve.kanmaz@istanbul.edu.tr
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should not be overlooked in the systems to be installed. It has been reported that a sensor for a viable system should cost 
less than $1 [4]. Satisfying positioning requires certain conditions. These: 

 Accuracy: It is necessary that the estimated location information should has acceptable error rate 

 Sensitivity: The result should be consistent in multiple experiments. 

 Scalability: The number of nodes in the study area should be observable. 

 Energy Consumption: System resources should be used efficiently. 

3. LOCATION ESTIMATION TECHNIQUES 

3.1 Infrared 

They are electromagnetic signals with a coverage of about 5 m [3]. They are used in systems such as remote control. They 
are reflected back on wall-like obstacles. When positioning is performed, each object to be monitored is provided with an 
infrared device, and during certain periods, the signals sent from this device are processed by a central server to determine 
the position. 

3.2. Cellular Network 

They are networks formed by radio cells. It operates at a higher capacity than normal networks and requires less energy. 
When using cellular networks in the positioning process, more than one base station is placed in the area to be controlled 
so that the signals are better tracked. Accuracy is high. It has been shown to give up to 2.5 meters of accuracy in a work 
carried out with cellular networks [5]. 

3.3. Bluetooth 

It is a technology that many devices already have, with low cost and low energy requirement. The disadvantage is that the 
coverage area is limited and delayed responding. 

3.4. Wireless Local Area Network 

Although it is not manufactured for positioning, it allows positioning due to the technology it is housed on. It uses the 
802.11 infrastructure. Uses the RSSI (Receiver Signal Strength Detector) value when positioning. It saves the signal strengths 
received from the node to a file called Radio Map and performs the positioning operation by checking this file when 
positioning. This approach is also called fingerprinting. 

3.5. Wireless Sensor Network – WSN 

Sensors are heat, temperature, noise or nerves sensitive devices. The wireless sensor is a network that consists of these 
devices. When positioning in sensor networks, it is necessary to mention about the anchor nodes. Anchor nodes are nodes 
that know their location within the network. Inside the network, there are nodes that do not know their location called 
blind nodes. When positioning the blind nodes anchor nodes being used. Once the distance or angle estimation has been 
performed with the related algorithms, physical positioning is performed by applying one of the positioning techniques. 
Techniques used in physical positioning process are:  

 Lateration: Positioning is performed by using the distance information of at least 3 points on the 2-dimensional 
plane. 

 Angulation: Positioning is performed on the 2-dimensional plane by using at least 2 pieces of angle information of 
the same non-axial point. 

4. POSITIONING ALGORITHMS 

Many algorithms have been developed for the problem of indoor positioning. Some of them are based on signal strength 
and some on the basis of distance. In addition, it is used for positioning in the same way in hybrid structures which combine 
multiple algorithms. Each algorithm has advantages and disadvantages.  

4.1. Dv-Hop Algorithm 

Algorithm is the basic Dv-Hop algorithm that was introduced in 2001. The mean hop distance value for each anchor node in 
the network is used and this value is used in the positioning process [6]. The flow chart of the algorithm is as follows: 
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Figure 1:  Dv-Hop Algorithm Flow Chart 

 

4.2. RSSI Based DV-Hop Algorithm 

The algorithm was developed in 2007 by combining the Dv-Hop algorithm with RSSI (Received Signal Strength Indicator) to 
obtain better results. It has been proposed that a different calculation would yield more accurate results when calculating 
the location of unknown node position while calculating the positions of the nodes that can take the RSSI message more 
than 3 and more hop counts [7]. The flow chart of the algorithm is as follows: 
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Figure 2:  RSSI Based Dv-Hop Flow Chart 

 

 

4.3. Average Hop Weighted Mean Dv-Hop Algorithm 

In this method, which emerged in 2014, the average hop distance calculation for each anchor node used in the Dv-Hop 
algorithm are changed and the average hop distance for all network is calculated. This hop distance is used for the 
positioning of all nodal points whose position is unknown [8]. The flow chart of the algorithm is as follows: 
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Figure 3:  Average Hop Weighted Mean Dv-Hop Algorithm 

 

 

4.4. Dv-Hop with Clustering Method 

In this method, once the Dv-Hop algorithm is executed, it is considered to change the positions of the anchor nodes in the 
network by running the k-means clustering algorithm on the network. With K-means algorithm, the anchor nodes are 
placed in order to send the signal to the other nodes more easily at the center point when the clustering is done. According 
to the last settlement, the Dv-hop algorithm is run again and compared against the first case [9]. The flow chart looks like 
this: 
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Figure 4: Dv-Hop with Clustering Method 

 

 

5. CONCLUSIONS AND RECOMMENDATIONS 

In this study one of anchor based approaches DV-Hop method and alternative Dv-Hop methods are compared to each other 
and which cases the accuracy can be increased have been investigated. To compare the methods, the simulation 
environment was first prepared with the C # programming language. The working environment consists of 50 nodes with 
100x100m area, each with a coverage area of 25m. First, the parameter monitored is the number of anchor nodes in the 
network. This was determined as 5, 10, 15, 20 and 25, respectively, with 10%, 20%, 30%, 40% and 50% depending on the 
number of nodes in the network. The methods were run 100 times in the determined working environment and average 
results were obtained. According to the results obtained, it looks like the graph. 
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Figure 5: Comparison of Algorithms -1 

 

The second parameter monitored on the same topology is the coverage area. The coverage area has been increased to 10, 
20, 30, 40, 50m respectively. The results obtained are as in the chart. 

Figure 6: Comparison of Algorithms – 2 

 

According to the graphical results: 

 In 4 algorithms, number of nodes in the network increases, the accuracy rate increases. However, it should be 
taken into consideration that this situation will also increase the cost. 

 It has been observed that the dv-hop method lags behind other methods because it is based on the number of 
hops and distance. 

 In the case of RSSI-based DV-hop method, the algorithm does not always perform better than Classic Dv-hop 
method in each topology because it behaves differently when the hop count is less than 3. 

 The Average Hop Weighted Mean Dv-Hop method calculates the average hop distance by looking at the network 
in general, and it produces better results compared to the conventional Dv-hop method and the RSSI based Dv-
Hop method. 

 The clustering Dv-Hop method has observed a significant increase in accuracy due to the fact that the anchor 
nodes facilitate access to the unknown nodes since they once clustered on the nodes in the network and then 
moved the anchor nodes to these calculated center points [10]. 

 If the coverage area is too great, one-to-one transmission will take place with a very small number of hops and 
this will also adversely affect these methods, which depend on the number of hops. 

 Observed results give the expected results when appropriate topologies are established. It has been observed 
that even the best algorithms in different topologies give unexpected results. 

As a result, the application of better clustering algorithms to the network is expected to give better results as it improves 
the network structure. In future studies, the results can be evaluated using untested clustering algorithms. In addition, 
these results can be tested on real environments. On observing that the method yields much better results in the 
appropriate topologies, the following is achieved: using better clustering algorithms is better. The monitoring methods that 
give much better results on the appropriate topology has concluded that the clustering algorithms to be implemented 
better method you use will give better results. Future studies can use better untested clustering algorithms and evaluate 
the results. Moreover, the test environment can be applied in real environment and the results can be evaluated. 
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ABSTRACT  
Detecting outliers in the data set is quite important for building effective predictive models. Consistent prediction can not be made through 
models created with data sets containing outliers, or robust models can not be created. In such cases, it may be possible to exclude 
observations that are determined to be outlier from the data set, or to assign less weight to these points of observation than to other 
points of observation. Lower and upper boundaries can be created to exclude outliers from the dataset, and models can be created using 
the data between those boundaries. In this study, it was aimed to propose a different perspective on outlier detection methods by creating 
upper bounds with the aid of deep neural networks using skewness, kurtosis and standard deviation values obtained from the dataset with 
trained models. 
 

Keywords: Deep neural network, outliers, outlier detection, modelling, predictive modelling  
 
 

1. INTRODUCTION  

It is inevitable that there are deficiencies or some problems in the data obtained in real life. When analyzing data sets 
containing a large number of variables, researchers are faced with unusual observations that may have potentially harmful 
effects on the results of the problem and are called outliers. Since outliers increase the value of the error variance, they also 
have an impact on the power of statistical tests. While it is important to clear the data from the outliers, it is very important 
to determine the outliers and analyze them specially for some study areas. It is of utmost importance to examine outliers 
separately in situations such as weather forecasting, fraud detection, detection of unexpectedly responding patients to 
different types of drugs (http://www.cse.yorku.ca/~jarek/courses/6412/lectures/Outliers.ppt) Outliers can appear in almost 
any data set in any application domain. Due to measurement errors or momentary extreme conditions, the data set may 
contain outliers.  For this reason, outlier detection is a research field that researchers place importance on.(Hawkins, 1980). 
In the scope of the study, a different method is proposed for the density based method which is a statistical based method 
used for outlier detection. With this motivation, data sets without normal outliers were created and outliers were added to 
these data sets in a controlled manner. It is aimed to determine outlier by using deep neural networks using skewness, 
kurtosis, standard deviation with generated data sets. 

2. LITERATURE REVIEW  

In this section, outlier detection methods used in the literature and summary information are given. In addition, summary 
information on deep neural networks is included. 

2.1. Outlier Detection Methods 

The method of outlier detection based on statistical distribution is based on the standard deviation method and the 
calculation of Interquartile Range (IQR) calculated before the boxplot is drawn. In the standard deviation method, values 
that fall outside the range of [Mean -2*Standard deviation, Mean +2*Standard deviation], or [Mean -3*Standard 
deviation,Mean+3*Standard deviation] are considered as outliers, if the data has normal distribution. In another method 
IQR, first quartile (Q1) followed by third quartile (Q3) is calculated. IQR is calculated from Q3-Q1. The data outside the 

mailto:olgun.aydin@ogr.msgsu.edu.tr
mailto:semra.erpolat@msgsu.edu.tr
http://www.cse.yorku.ca/~jarek/courses/6412/lectures/Outliers.ppt
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range [Q1 - 1.5 * IQR, Q1 + 1.5 * IQR] is marked as outlier. 

One of the methods based on statistical tests is the Dixon method. In this method, the data set is sorted and the different 
test statistic is calculated according to the state of the smallest and largest value. The calculated test statistics  is compared 
with the corresponding critical value to determine outlier values. Another method performed by statistical testing is 
Rosner. In this method, values are assigned in the range 0-9 according to the distance from the average starting from the 
farthest distance. 9 data is the most distant from the average. 0 is the closest to the average. The data considered to be 
outliers are removed from the individual data set and the average and standard deviation of each term is calculated. The 
test statistic is calculated with these calculated mean and standard deviations. These test statistics are compared with the 
critical values and it is decided whether the observation is outlier or not (Aggarwal 2013). 

Clustering-based methods view small-sized clusters, including an observational dimension, as clustering outliers. Some 
examples for such methods include segmentation around medoids (PAM) and cluster large applications (CLARA) A modified 
version of these for spatial extensions, called CLARANS And a fractal size based method. Since the main objectives are 
clustering, these methods are not always optimized for outliers. In most cases, uncertain detection measures are implicit 
and can not be easily understood from clustering procedures (Ben-gal, 2005). Spatial methods are closely related to 
clustering methods. Lu et al. (Lu et al., 2003) define non-spatial values as spatially cited objects that differ significantly from 
local values (Ben-gal, 2005). 

2.2. Deep Neural Networks 

Deep Learning is a new field in Machine Learning research. Deep Learning; In general, studies that help to understand the 
meaning of images, sounds and texts. (http://deeplearning.net/tutorial/). Prior to 2006, attempts to train deep architects 
failed: a deeply supervised feedforward neural network training gives worse results (compared to one or two layers of 
hidden layer) (both training and test failure). In 2006, three studies led by Hinton's revolutionary work destroyed many 
memorabilia 

 Hinton, G. E., Osindero, S. and Teh, Y., A fast learning algorithm for deep belief nets Neural Computation 
18:1527-1554, 2006 

 Yoshua Bengio, Pascal Lamblin, Dan Popovici and Hugo Larochelle, Greedy Layer-Wise Training of Deep 
Networks, in J. Platt et al. (Eds), Advances in Neural Information Processing Systems 19 (NIPS 2006), pp. 153-
160, MIT Press, 2007 

 Marc’Aurelio Ranzato, Christopher Poultney, Sumit Chopra and Yann LeCun Efficient Learning of Sparse 
Representations with an Energy-Based Model, in J. Platt et al. (Eds), Advances in Neural Information 
Processing Systems (NIPS 2006), MIT Press, 2007 

The following three principles have been included in three studies. 

 The learning of impressions as unchecked is used to train each layer. 

 One layer at a time is being trained on the previously educated, unchecked. 

 Use audited training to fine tune all layers. 
(http://www.iro.umontreal.ca/~pift6266/H10/notes/deepintro.html) 

3. DATA AND METHODOLOGY 

Controlled deviations were added to the data set generated from the normal distribution. In this process, we first derive 
500 random numbers from the normal distribution with a mean of 10 and a standard deviation of 2. Random numbers were 
then derived from the normal distributions with averages of 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65 and standard deviation 
2. Then all these values are multiplied by 10 to obtain outliers. These operations were repeated 10,000 times. The mean, 
standard deviation, skewness, kurtosis values of data sets with outliers and without outliers were calculated and recorded 
at each step. All calculations were performed in R Studio environment by following script. 

lbf <- NULL 

ubf<- NULL 

mxf <- NULL 

dxf <- NULL 

mxoutf <- NULL 

dxoutf <- NULL 

http://deeplearning.net/tutorial/
http://www.cs.toronto.edu/~hinton/absps/fastnc.pdf
http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/190
http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/190
http://yann.lecun.com/exdb/publis/pdf/ranzato-06.pdf
http://yann.lecun.com/exdb/publis/pdf/ranzato-06.pdf
http://www.iro.umontreal.ca/~pift6266/H10/notes/deepintro.html)
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ubcf <- NULL 

skwf <- NULL 

krtsf <- NULL 

for (i  in 1:10000) 

{ 

  for(j in 1:10) 

  { 

 x <- rnorm(500,mean = 10,sd = 2) 

 out_up<- abs(rnorm(50, mean = 10+5*j, sd = 2))*10 

 x_out <- c(x,out_up) 

 mxout <- mean(x_out) 

 sdxout <- sd(x_out)  

 mx<- mean(x) 

 sdx<- sd(x) 

 lb <- mx - 3*sdx 

 ub <- mx + 3*sdx 

     skw <- skewness(x_out) 

 krts <- kurtosis(x_out) 

 ubc <- (floor(min(out_up)) - mxout) / sdxout 

 ubcf <- rbind(ubcf,ubc) 

 lbf <- rbind(lbf, lb) 

 ubf <- rbind(ubf, ub) 

 mxf <- rbind(mxf, mx) 

 dxf <- rbind(dxf, sdx) 

 mxoutf <- rbind(mxoutf, mxout) 

 dxoutf <- rbind(dxoutf, sdxout) 

 krtsf <- rbind(krtsf, krts) 

 skwf <- rbind(skwf, skw) 

  } 

} 

Figure 1 shows the histogram of the 500 units data without outliers obtained from the normal distribution with a mean of 
10 standard deviations of 2 in the above step. As you can see, the dataset is symmetrical. 
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Figure 1: Histogram of Variables without Outliers Generated from Normal Distribution 

 

Figure 2 shows the histogram of 500 units of data added outlier to the data set obtained from the normal distribution with 
a mean of 10 standard deviations of 2 obtained in the above step. As you can see, the dataset is not symmetrical and is 
right skewed. 

Figure 2: Histogram of Variables with Outliers Generated from Normal Distribution 

 

 

As it is known that 99% of the data set with standard normal distribution is in the [Mean -3*Standard 
deviation,Mean+3*Standard deviation] With the help of this information, the outliers can be defined as those outside the 
range of  [Mean -3*Standard deviation,Mean+3*Standard deviation]. +3. For this generalization, the upper limit coefficient 
can be defined as -3, and the lower limit coefficient can be defined as -3. If the data set is normal distribution, the data 
other than Mheat +/- 3 * standard deviation can be evaluated as outlier. However, the upper and lower limit coefficients 
are not defined as +3 or -3 when the data does not fit the normal distribution and the data is skewed to the right or to the 
left. These coefficients also vary according to the skewness, kurtosis and standard deviation of the data. If these coefficients 
can be estimated, values outside the range [Mheat -lower coefficient * standard deviation, Mheat + upper coefficient * 
standard deviation] can be defined as outlier. With this in mind, outliers were added to the data obtained from the normal 
distribution in a controlled manner and 100000 data sets were created to the right. Upper coefficients can also be 
calculated as it is known at which points the outliers are added. For this purpose,  (floor (min (out_up)) - mxout) / sdxout 
formula is used. After all these calculations the final data set was created.  
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Table 1: Sample from Final Dataset (Independent Variables) 

 

 

A sample from the 100000x4 size final dataset is shown in Table 1. In the data set, mxoutf is about average of the data with 
outliers, dxoutf is about standard deviation of the data with outliers, krtsf is the kurtosis of the data with outlier, and skwf is 
the skewness of the data with outlier. Ubcf is about upper coefficient. In the study, ubcf is considered as a dependent 
variable, while dxoutf, krtsf, swkf are considered as independent variables.  A deep neural network, LSTM, is used to detect 
long and short term dependencies. Before creating this neural network, 75% of the data is allocated as a train set and 25% 
as a test set. In train phase, epoch 50, batch size 30, mean squared error as loss function, and optimization algorithm as 
adam. 

4. FINDINGS AND DISCUSSIONS 

When the model training process is completed, it is seen that the final MSE is 0.0806. Figure 3 shows the variation of the 
loss function in each epoch in the train process. It was seen that the MSE was 0.0808 when the modeled train test set was 
applied. 

Figure 3: Training Process 

 
Table 2 also shows some estimation results by using . According to the results, it can be seen that the upper coefficients can 
be predicted consistently. 
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Table 2: Some Test Results 

mxoutf dxoutf krtsf skwf ubcf (real) ubcf (predicted) Biass 

-1,58549 -1,58345 3,20958 3,23297 2,99761 2,83683 0,16078 

-1,21875 -1,21455 1,08475 1,05602 4,47566 4,62052 -0,14486 

-0,85889 -0,86192 0,12233 0,13471 6,48482 6,65756 -0,17274 

-0,51340 -0,50979 -0,21554 -0,20037 8,16181 8,43490 -0,27309 

-0,17372 -0,17109 -0,27275 -0,28420 9,61548 9,69550 -0,08002 

0,15581 0,16377 -0,55835 -0,55735 11,03645 11,63451 -0,59805 

0,51716 0,51341 -0,54952 -0,55273 13,45952 13,39541 0,06412 

0,87909 0,88744 -0,67357 -0,67475 15,16611 15,29549 -0,12938 

1,21913 1,22310 -0,70991 -0,71117 16,88347 16,89834 -0,01487 

1,54321 1,55068 -0,77332 -0,77348 18,91024 18,33228 0,57796 

5. CONCLUSION 

Before analyzing a dataset, it is very important to extract the dataset from the outliers. Models made with a data set 
containing outliers will not be able to achieve accurate information as a result of the inferences. In this study it is aimed to 
give a different perspective to outlier detection. As a result of the studies made, it is possible to detect the outliers and 
remove the dataset from the outliers through deep neural networks created using some descriptive statistics.  In future 
studies, it is aimed to use other deep neural networks other than LSTM and to compare the results. 
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ABSTRACT  
Within this project, it is intended to design and implement a web-based wireless photovoltaic monitoring system that can measure 
important parameters for photovoltaic power systems and perform performance calculations and comparisons of the modules. A web-
based, low-cost wireless monitoring system using the Zigbee wireless communication protocol has been developed, taking into account the 
International Electrotechnical Commission (IEC) standards. Thanks to this developed Zigbee based monitoring system, the data in the 
power plant can be recorded without any loss without regard to weather conditions. It also has the necessary infrastructure for various 
emergency scenarios. At this point, the investor can access the system from any device with internet access, regardless of where in the 
world. As a result of the tests made, there is no data loss between the receiver and the transmitter in this developed system. Emergency 
systems, which are developed as solutions to electricity or internet interruption problems, prevent data losses. 
 

Keywords: Zigbee, photovoltaic, monitoring, online, wireless sensors network. 
 
 

1. INTRODUCTION 

As the energy demand on the world increases with the growing world population, all countries attach great importance to 
the development of renewable energy day by day. People consider that the solar energy is most reliable and promising 
energy source among the renewable energy sources (Shariff, Rahim & Ping, 2015). There are many photovoltaic power 
plants that need to be managed and kept healthy state of these power plants by using information techniques. That is 
important point that needs to be dealt with for controlled and successful electricity generation (TaoHua, Zhenga, Tana, 
Zhua & Miao, 2015) 

The Compound Annual Growth Rate (CAGR) of Photovoltaic installations was 42 % between 2000 to 2015. Concerning PV 
module production in 2015, China&Taiwan hold the lead with a share of 67 %, followed by Rest of Asia-Pacific & Central 
Asia (ROAP/CA) with 14%. Europe contributed with a share of 5 % (was 6% in 2014); USA/CAN contributed 3 %. In 2015, 
Europe’s contribution to the total cumulative PV installations amounted to 40 % (compared to 48 % in 2014). In contrast, 
installations in China accounted for 21 % (compared to 17 % in 2014)(Philipps & Warmuth, 2016).  

The total installed capacity of 1078 Photovoltaic Power Plants located in Turkey is 860,63 MW. In 2016, 1,020,000,000 
kilowatt-hours of electricity generation was made with Photovoltaic Power Plants (Güneş Enerji Santralleri, n.d.). Turkey is a 
growing market with so much acceleration. It has the potential to become a leader in the world with accurate and 
conscious guidance. 

Some environmental and electrical factors such as dust, dirt, bird droppings, weather conditions and accidents can reduce 
energy generation efficiency. Therefore, photovoltaic plant and power generation should be kept under constant 
surveillance. Constantly monitoring the system makes it possible to identify problems instantly and enables early 
intervention. So total production will be kept at the highest level (Woyte et al., 2013). 

Wireless communication is used to facilitate data transmission in monitoring systems. Various types of wireless technology 
and networks allow devices to speak (send data) to each other and to the web (TCP/IP Networks) without cables. There are 

mailto:hb@hakanbogan.com
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many wireless communication protocols such as Bluetooth, ZigBee, WiFi and LTE used for wireless communication. Each 
protocol has its own advantages and areas of usage. 

ZigBee is a wireless technology developed as an open global standard to address the unique needs of low-cost, low-power 
wireless Machine to Machine (M2M) networks. The ZigBee standard operates on the IEEE 802.15.4 physical radio 
specification and operates in unlicensed bands including 2.4 GHz, 900 MHz and 868 MHz. ZigBee enables broad-based 
deployment of wireless networks with low-cost, low-power solutions. It provides the ability to run for years on inexpensive 
batteries for a host of monitoring and control applications. Smart energy/smart grid, AMR (Automatic Meter Reading), 
lighting controls, building automation systems, tank monitoring, HVAC control, medical devices and fleet applications are 
just some of the many spaces where ZigBee technology is making significant advancements (XBee and XBee Pro, n.d.) 

The analysis of photovoltaic power plants is made in the framework of the parameters determined in IEC 61724 standards 
and the necessary calculations are carried out. Wireless photovoltaic monitoring system using the Zigbee wireless 
communication protocol has been developed in this project, taking into account the International Electrotechnical 
Commission (IEC) standards. 

2. LITERATURE REVIEW  

In the past there are works related to data transfer and recording in photovoltaic power plants. Various monitoring systems 
were introduced and released. It seems that nowadays it is still necessary to develop the technology and reduce the costs in 
photovoltaic systems (Katsioulis, n.d.). Information about the data transfer technologies used in these studies can be found 
below. 

2.1. Data Transfer 

Past studies have been done in two ways as wired and wireless. RS232 or RS484 cables were generally used in wired 
systems and they are computer based (Anwari, Dom, & Rashid, 2011; Ayompe, Duffy, McCormack, & Conlon, 2011). Wired 
monitoring systems are not preferred because of their limitations and various negative aspects (Shariff, Rahim & Ping, 
2015). 

Monitoring systems include devices with various wireless data transfer technologies such as satellite (Krauter, 2004), GSM 
(Gagliarducci, Lampasi, & Podestà, 2007; Rosiek & Batlles, 2008) and ZigBee (Shariff, Rahim & Ping, 2015; Katsioulis, 
Karapidakis, Hadjinicolaou & Tsikalakis, 2011). Satellite technology has a high installation cost. Despite this, the data 
transmission speed is very low (Krauter, 2004). GSM is a really secure technology. Data transmission rate of GSM is 
approximate 100%. However, this technology has high operating costs (Rosiek & Batlles, 2008). Bluetooth may be a good 
alternative, but this technology has a short transmission range (Hua, Lin, Xu, Li, & Ouyang, 2009). Wi-Fi has very high data 
rate. However, cost and power consumption of this technology is high when compared to other technologies such as 
Bluetooth and ZigBee (López, Mantiñan & Molina, 2012). ZigBee has low data transfer rate when compared to others. 
However, it has huge network size, long range capacity, low power consumption and reliability (Shariff, Rahim & Ping, 
2015). Therefore, ZigBee is popular. 

3. DATA AND METHODOLOGY 

3.1. Parameters 

The International Electrotechnical Commission (IEC) is a worldwide organization for standardization comprising all national 
electrotechnical committees (IEC National Committees). IEC promotes international co-operation on all questions 
concerning standardization in the electrical and electronic fields. To this end and in addition to other activities, IEC 
publishes International Standards, technical Specifications, Technical Reports, Publicly Available Specifications (PAS) and 
Guides.  

Today, large investments are made in photovoltaic power plants. Monitoring these investments and production of plants is 
of great importance. It is necessary to make a conscious measurement taking into account the parameters to be measured 
specified in IEC 61724 standards. 
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Figure 1: The parameters to be Measured in Real Time 

 

3.2. Materials and Equipment 

3.2.1. Sensors 

Some parameters should be measured such as module temperature, ambient temperature, irradiance, each current and 
voltage of components in real time. 

2-wire PT100 temperature sensor is used for measuring PV module temperature in solar power plants. The PT100 was used 
in this project to measure the PV module temperature and also ambient temperature. This sensor can measure between -
20°C and 100°C. These type of sensors are called resistance temperature detectors (RTDs). 

ACS712 current sensor is used for current measurement. It is hall effect-based linear current sensor that can measure up to 
30A. Its operating temperature range of -40°C to 85°C. Analog to digital conversion needs to be done to read value. 

A voltage divider is used to measure the voltage. It is is a simple circuit which turns a large voltage into a smaller one. Using 
just two series resistors and an input voltage, an output voltage that is a fraction of the input can be created. Thus, the 
voltage can be measured easily. Voltage dividers are one of the most fundamental circuits in electronics. Analog to digital 
conversion needs to be done to read value.  

Figure 2: PV Module Measurements 
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Tests are being done on 10W PV module. And also 25W and 11W aluminum and stone resistors are used as the load. To get 
that precision and accuracy out of PT100 RTD an amplifier that is designed to read the low resistance needs to be used. This 
situation also applies to the pryranometer. 

 Figure 3: Data Collection from the Sensors 

 

Sensors connected to the microcontroller board measure data. This data is processed on the microcontroller 
and the wireless communication module is ready for transmission. 

3.2.2. Data Processing 

Arduino UNO was used as a end device board nearby the PV module and sensors to collect and process sensor information. 
It is a microcontroller board based on the ATmega328P. It has 14 digital input/output pins (of which 6 can be used as PWM 
outputs), 6 analog inputs, a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP header and a reset button. 

ACS712 required for current measurement is connected in series to the output of the photovoltaic module. The data output 
pin of the sensor is connected to the analog input of the Arduino. To get a better measurement, 150 samples are taken and 
the average of all is taken afterwards. 

A voltage divider is made using resistors of 30k and 7.5k. So that voltages in the range of 0-25v can be easily measured. The 
voltage divider output is connected to the analog input of the Arduino. The reference voltage was taken as 5 volts and the 
necessary operations were performed. 

The output voltage of the PT100 RTD sensors is low and the amplifier board has been purchased to increase the output 
voltage. This card enhances the output signal of the sensor so that it allows precise measurement on the Arduino. The 
output of the amplifier board is directly connected to the digital input of the Arduino. 

Arduino Mega 2560 was used as a coordinator board nearby the modem. It is a microcontroller board based on the 
ATmega2560. It has 54 digital input/output pins (of which 15 can be used as PWM outputs), 16 analog inputs, 4 UARTs 
(hardware serial ports), a 16 MHz crystal oscillator, a USB connection, a power jack, an ICSP header, and a reset button. 
Arduino Mega 2560 is preferred as a coordinator because the coordinator side needs much more capacity and RAM than 
the end device side. In addition, the data received from the end device is transferred through the Ethernet module on the 
Mega 2560. That Ethernet module has own SD Card module. So when the internet connection is interrupted, SD Card steps 
in and records the non-transmitted data. 

3.2.2. Wireless Communication 

ZigBee is a low-power wireless mesh network standard operating in the 2.4 GHz range. In this project, XBee modules were 
used to provide wireless data transmission. These modules are designed for a variety of uses, ranging from ZigBee to high-
throughput, low latency applications. The XBee modules were engineered to meet IEEE 802.15.4 standards and support the 
unique needs of low-cost, low-power wireless sensor networks. The modules require minimal power and provide reliable 
delivery of data between devices. XBee used in this Project has 1.6 km outdoor data transmission range. 

The most important reasons for choosing ZigBee in this project are; It supports IOT, provides energy efficiency and is 
reliable and scalable. ZigBee provides seamless interoperability among the widest range of smart devices related to home 
automation, energy management, and retail. ZigBee and ZigBee Pro consume 1/10,000th of the energy required by a Wi-Fi 
network. ZigBee is scalable, as it supports networks of thousands of nodes. Due to the use of security mechanisms like AES-
128 encryption devices, along with network keys and frame counters, it is also one of the most secure devices out there. 

Table 1: Comparison of the WiFi, Bluetooth and ZigBee Protocols 

Category WiFi Bluetooth ZigBee 

Underlying Standard 802.11.b 802.15.1 802.15.4 

Range (meters) 1 - 100 1 - 10+ 1 – 100+ 

Data Rate 11 and 54 Mbits/s 1 Mbit/s 20, 40 and 250 kbits/s 

Power Consumption High Low Very Low 

Frequency 2.4 and 5 GHz 2.4 GHz 868 MHz, 916 MHz, 2.4 GHz 

Network Nodes 50 8 65535 

Security SSID 64 bit, 128 bit 128 bit AES 

Integration Level & Reliability Normal High High 

ALL SENSORS End Device 
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Cost of Terminal Unit High Low Low 

Prime Cost Normal Low Low 

Optimized for Speed Low Cost, Convenience 
Reliability, Low Power 

Consumption, Low Cost, 
Scalability 

Typical Applications 

Wireless Local Area 
Network (WLAN) 

connectivity, broadband 
internet, security 

cameras 

Inter-device wireless 
connectivity, e.g., 

phones, PDAs, laptops, 
headsets, cameras, 

serial cable 
replacements 

Industrial control and 
monitoring, sensor 
networks, building 
automation, toys 

The end device and the coordinator have their own XBee devices. The end device takes measurements every 2 minutes 
according to IEC standards and transmits the stored data wirelessly to the coordinator device. Moreover, thanks to 
continuous control, internet connection, wireless communication line and sensors are kept under control. The warnings are 
displayed on the LCD screen. 

3.3. Monitoring Dashboard 

The cloud hosting service was purchased to record the data of this system. Cloud hosting services provide hosting for 
websites on virtual servers that pull their computing resource from extensive underlying networks of physical web servers. 
Broadly speaking the client can tap into their service as much as they need, depending on the demands of their website, 
and they will only pay for what they use. All these services have reliability, physical security, scalability and flexibility, utility 
style costing and responsive load balancing. 

Figure 4: Admin Dashboard of the Project (solar.hakanbogan.com)  

 

 Monitoring dashboard is created from scratch with the bootstrap framework. Bootstrap was created at Twitter and it has 
become one of the most popular front-end frameworks and open source projects in the world. That monitoring dashboard 
has a completely responsive design. This means that it is compatible with all phones, tablets and computers. A login system 
is available and each investor has his / her own private page. Output of all data can be exported as xls, csv and pdf file from 
the web page. Thanks to this interface, investors can easily manage the photovoltaic power plant reports. 
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3.4. General Process 

Figure 5: Block Diagram of the Web-Based Wireless Monitoring System 

 

 

 

                                                                       Wireless communication 

 

 

 

4. FINDINGS AND DISCUSSIONS 

Figure 6: Wireless Communication between the Coordinator and End Device in the Serial Monitor 
 

 

As a result of the tests, the system is able to transfer data in different weather conditions with no problems. Wireless 
transmission of data reaches 1.6 km (outdoor). The transmitted data was received by the receiving device with 100% and 
no data was lost. Within a variety of emergency scenarios, the device has continued to work successfully and record data. 
Thanks to the SD Card on the device, data loss is prevented. 

Figure 7: Data in the Database 
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Figure 8: Data Table and Temperature Chart of the Tests 

 

 

All the data received by the coordinator is sent to the hakanbogan.com database via the modem to which the ethernet 
cable is connected. Very large data can be stored in the database. So there is no problem of data logging for many years. 
More than 18,000 measurements were made in the tests and the data of each was recorded with no problems. Data from 
any date can be exported as xls, csv or pdf through the monitoring dashboard. It has also been tested. 

 

Figure 9: End Device and Coordinator 
 

 

 

Figure 10:. Current Draws of the End Device and the Coordinator 
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As seen in Fig. 10, power consumption is very low. These current values were measured using a 9v battery. The following 
calculations related to monthly electricity consumption can be made. 

Battery has 8.32V while the end device is connected and has 7.47V while the coordinator is connected. 

End Device: 0.115A x 8.32V = 0.957 W (DC)           Coordinator: 0.313A x 7.47V = 2.338 W (DC) 

    0. 957 W x 24h = 22.963 Wh/day (DC)                 2.338W x 24h = 56.115 Wh/day (DC) 

    22.963Wh/day x 30 = 688.896 Wh/month (DC)                 56.115Wh/day x 30 = 1,683.4392 Wh/month (DC) 

Total consumption: (688.896) + (1,683.4392) = 2,372.3352 Wh/month (DC) 

The photovoltaic array, pryranometer, anemometer (optional) measurements must also be added to these measurements 
for the device to be adapted to real life. In order to further reduce power consumption and production cost, it is necessary 
to design the microcontroller card from scratch. Then a suitable box must be designed for the device. 

5. CONCLUSION 

Zigbee based wireless online monitoring system for photovoltaic power systems was developed and will continue to be 
developed. The system design features easy-to-obtain hardware and free software, making it accessible to any researcher. 
IEC 61724 standards were taken into consideration while the system was being developed. In the tests, 10W solar panel, 
25W aluminum resistors, temperature, voltage and current sensors were used as photovoltaic equipment. In particular, it 
has been tested to ensure that the software used on the device and all electronic equipment work properly with each 
other. The system transmits each measured data wirelessly without any loss. The web page also displays all data without 
any problems. All data can be kept in the database. In emergency scenarios, data loss is prevented by recording the data to 
the SD card with continuous checks. Power consumption is also noticeably low. As a result, the system is working 
successfully. 

In the future, this system needs to be developed. One of the most difficult stages to measure the pyranometer. Studies are 
running to make precise measurement of the pyranometer. When theoretically every stage is completed, the experiments 
will continue at a real photovoltaic power plant for a long time. Moreover, in the future, an unique card design will be made 
instead of Arduino. The device software will be updated with an emphasis on low power consumption. Thus, the cost and 
power consumption of the product are planned to be further reduced. The design will be improved by designing a box 
suitable for the device. Monitoring dashboard will also be updated to make it more functional. 
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ABSTRACT  
Six sigma provides to reduce cost by improving productivity and this method achieves this by focusing on the reduction of both defects and 
non-value added facilities. This method aims to reach zero defect in the theory improving supply chain processes. For extending and 
improving the effectiveness of supply chains, the critical processes of these systems must be developped. when the amount of users 
increase in the supply chain, processes and steps of systems will be more complex. There is an effective and usable method named as six 
sigma. This perspective aims to provide zero defect in the theory developping stages of supply chain. In the practical and implementation 
life, it is impossible because of changes, diversification in the life.   This methodology has been chosen as a quality improvement technique 
to solve the problem in a production and supply chain system for industrial sector. By this way sustainability of Supply chains’ and 
production processes can be provided and improved continuously. This study aims to present literature survey and overview about this 
quality method, six sigma and supply chain. This research includes some implementation stories, backgrounds of firms of services and 
industrial sectors. At the end of this study, it presents a case study of XB company and some suggestions can be offered about the case 
study according to the results.  
     
Keywords: Quality oriented, six sigma, sustainability, supply chain, production  
 

 

1. INTRODUCTION 

Supply chain management (SCM) includes these important activities. These are sorted like this:  delivering the right product 
to the right place, at the right time and at the right price is one of the most significant factors of business modification. 
Nowadays, it is one of the influential expense saving and profits sweetening strategies (Url1). According to the other 
definition, Supply chain management (SCM) is the process of planning, applying, and controlling the operations of the 
supply chain with the destination to resolve and supply customer requirements as expeditiously as possible. SCM 
comprehends the planning and management of all facilities including in sourcing, transition, and logistics management 
facilities (Url1; Url 2). 

At the end stage of the continous of trends that started off from Business Process Reengineering, and Total Quality 
Management that have followed only the internal workings of an association, SCM purposes at combining the interval 
systems’ structure of company to these of its suppliers, sharers and consumers (Erol and Ferrell, 2004). Technologies such as 
the Internet, transportation and software of warehouse management, programs of production and plant scheduling and 
also software that supports demand forecasting, SCM a adaptable strategy to acquire (Erol and Ferrell, 2004; Gunasekaran 
and Ngai, 2004). 

The facilities in a supply chain regularly involve suppliers, customers, manufacturing-production centers, store houses, 
distribution locations and retail outlets (see figure 1). These facilities are interconnected via transportation and 
communicating relation on which raw materials, work-in process, inventory, end products, goods, and information flow 
stream structure. The supply chain comprises multiple business that occasion efficiently like a single firm with whole 
required information availability (Sheikh, 2003). 

mailto:erdil.aysenur@gmail.com
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Figure 1: Framework of Basic Supply Chain (Erol  and Ferrell, 2004) 

 

Generally, the focus of supply chains is on specific functionalities such as purchasing, manufacturing, and shipping to 
support logistics operations. Presently, the effective management of technology and quality is the key point to increased 
quality level and supported competitive situation in global environment. Supply chain quality is a key component in 
achieving competitive advantage. The combination of logistics functions into integrated supply chain systems has increased 
the requirement for improved process quality. Improving the quality of all supply chain processes results in decreased costs, 
improved resource utilization, and improved process efficiency (Wing et al., 2005). The competitive environment of the 
21th century requires the delivery of expense, effectiveness, high service levels, high quality of products and services 
(Benita et al., 1998; Wing et al., 2005). Some research studies have examined how quality management can be applied in 
SCM to develop the execution of the whole supply chain network. The continuous improvement issues accomplished by 
Deming, Juran, Feigenbaum and Crosby have developped overview for the measurement of supply chain management. 
Lately, the Six-Sigma development methodology has become extremely significant and popular. A review of literature and 
survey present that Six-Sigma methodology has been applied in scopes as human resource functional components and 
supplier-customer improvement. Six-Sigma could be applied to improve a structural model for appraisal, developing and 
controlling quality level in the supply chain network. Development in the quality of processes and stages of all supply chain 
influences to the simultaneous reducing of expenses, costs and sweetening of service (Wang et al., 2004). Six sigma seeks to 
develop the quality of the output of a process by defining and removing the reasons of defects and minimizing variability in 
processing and business processes. It needs a set of quality management technics, mainly empirical, statistical technics, and 
occurs a special infrastructure of human within the organization who are specialists in these technics (Tennant, 2001; Url 3). 
For organizations to stay competitive, they must continously reduce costs via improved productivity. Six Sigma achieves this 
by focusing on the reduction of both defects and non-value added activities. Its importance has been increased recently and 
it has serious effects on a company’s success (Tennant, 2001). Therefore, in this study, six sigma has been chosen as a 
quality improvement philosophy to solve the problems in production system of a pipe application. The research topic is 
about the application of six sigma in usage and re-machining processes of the pipe production. During the research, rolls 
used in tube machines were taken into account as the main subject. This report summarizes the work that is done during 
the research.  In the first part, objectives and literature survey will be given about Six Sigma tools. Then the system and its 
problems will be examined. Define-Measure-Analyze-Improve-Control (DMAIC) methodology of Six Sigma will be followed 
step by step. Priorities of all problems will be defined, the goals and objectives will be specified. Then collected data about 
current processes for future comparison will be presented. Analysis will be made about collected data and problems. At 
last, suggestions will be offered about the new system and the research will be concluded. Objectives in this research are to 
understand the six sigma approach and its tools in detail with the help of the literature survey, then making a successful 
pilot study in a firm that Six Sigma culture by appliying these tools on the related research topic.  

2. LITERATURE REVIEW 

2.1. General Background of Six Sigma 

To understand the concepts in Six Sigma better and to apply accurately, literature survey has been made from different 
kinds of sources. Six Sigma methodology, its history and steps were investigated.  The results of the survey were presented. 

2.1.1. What is Six Sigma? 

Six Sigma (SS) allows comparison of products, of varying complexity on basis. Also, it provides a common basis for 
benchmarking (competitors and non-competitors). The higher the sigma level, the better your operation is performing (Url 
3, see Figure 2). 

A standard deviation is the square root of the average squared differences between a set of data points and their common 
average according to the higher the sigma level and the lower the number of detects. It is less important, however, to 
understand the mechanics of the calculation than it is to understand what it means for a process to be operating at a 
certain sigma level (Url 3). Six Sigma is a classified and systematic technique for development of strategic stages and service 
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development which depends on statistical techniques and also the scientific method to support considerable deduction in 
defect ratio of consumer’s voice. A significant stage in steps of Six Sigma development determines exactly what the 
consumer needs and specifies failures and defects in parts of requirements of customers critical to quality factors 
(Linderman et al., 2003; Url 2; Url 3). 

Figure 2: Six Sigma Levels (Url 3) 

 

Use of these unique metrics provides to explain objectives and support them well-defined. However, sometimes main data 
may not obtain for the system approach, as often develops with a new product, which causes it difficult to provide specific 
targets. In the steps of process development, the method is formed after the plan, do, check, act (PDCA) cycle. One popular 
technique utilizes define, measure, analyze, improve and control (DMAIC) as the five steps for the process development. 
Design step for Six Sigma is applied for incremental product design (define, measure, analyze, design and verify). Data and 
objective measurement have vital effect at each stage of the technique. Six Sigma guidelines determine a combination of 
proper tools at each step of the method. This careful integrating of tools with the statistical methods is unsurpassed to Six 
Sigma (Linderman et al., 2003; Url 2; Url 3).  

2.2. Background of Six Sigma  

The Greek Letter Sigma (α) has been the universally accepted symbol for standard deviation. Standard deviation is a 
measure of variation or spread. The quality tools and techniques that were named “Six Sigma” in 1986 by Motorola are not 
new.  Six sigma(SS) occurred by Motorola and popularized by General Electric defines to a technic and set of tools that 
utilize statistical analysis to evaluate and develop an organization’s performance, implements, and systems with prime aim 
of defining and removing difference to development quality. They were developed over the past 50 or more years, through 
the work of quality experts such as Deming Juran and others (Raisinghani, 2005; Url 4). Apart from mathematical field, SS is 
a company-wide transformation that has helped them and brought them for few years already, the success according to 
employees of Motorola, General Electric, Honeywell, Bambardier, Black and Decker, ABB, Polaroid and many other 
companies. The companies listed above can be reffered to as the “six sigma companies”. Many other organizations have 
adopted a SS approach, but these particular companies have rejected their success and have emphasized the part played by 
SS in the achievement of this success. None more so than General Electric, as its Annual Report for 1998 states very clearly: 

“… we plunged into SS with a company-consuming vengeance just over three years ago. We have invested more than a 
billion dollars in the effort, and the financial returns have now entered the exponential phase more than three quarters of a 
billion dollars saving beyond our investment in 1998, with a billion and a half in sight for 1999.” (Url 5). As a result, SS has 
adopted, in a small number of large companies, benefits that present high interest to managers and to shareholders. One of 
these common characteristics of SS is a widespread focus on processes and the existence of a company-wide language for 
describing the capability of processes. The expected outcomes of SS efforts are faster and more robust product 
development, more efficient and capable manufacturing processes, more confident overall business performance (Sanders 
and Hild, 2000; Url 6; Url 7). The fundamental objective of the six sigma methodology is the implementation of a 
measurement-based strategy that focuses on process improvement and variation reduction through the application of Six 
Sigma improvement studies. This is accomplished through the use of two six sigma sub-methodologies: DMAIC and DMADV 
(Url 8). 

DMADV: Define, Measure, Analyze, Design, Verify (for new product improvement) 

DMAIC: Define, Measure, Analyze, Improve, Control (for process improvement). The new approach to six sigma developed 
by Mikel Harry and Richard Schroeder (2000) and packaged them in the Define, Measure, Anlyze, Improve and Control 
(DMAIC) methodology. The DMAIC approach consists of management involvement, organizational structure to facilitate the 
improvement, customer focus, opportunity analysis, extensive training and reward and recognition for successful problem 
solving. Its benefits include the standardization of the methods, global adaption of the methodology (Gupta, 2004). 

DMAIC has five phases including: 

These phases are seperated into two groups as shown in Figure 3: 
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Figure 3: Phases of DMAIC (Url 9) 
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The six sigma companies are concerned with the reduction of variation and with the reduction of detective products and 
services. However, they often focus on “defects per million opportunities” (DPMO) or DPMO as metric and their 
performance standards are: 

Table 1: DPMO Table ( XB Holding, Black belts Education Documents) 

SIGMA DPMO COPQ CAPACITY 

6 Sigma 3,40 <10% of sales World Class 

5 Sigma 230 10 to 15% of sales 
 4 Sigma 6.200 15 to 20% of sales Average Industry 

3 Sigma 67.000 20 to 30% of sales 
 2 Sigma 31.000 30 to 40% of sales Noncompetitive 

1 Sigma 700.000 
  

It is seen on Six Sigma Process Capability Chart above (in Table 1); as the sigma level increases, DPMO decreases, COPQ 
(Cost of poor quality) decreases and capability gets stronger. 

2.3. Relevant Tolls/Concepts: 

They are many tools and concepts used in Define phase as below: 

-Project Charter –Brainstorming –Voice of the customer (VoC) – Pareto Analysis –Process mapping –SIPOC (Suppliers, 
Inputs, Process, Outputs, Customers) -IPO (Input, Porcess, Output) 

Business Porcess Mapping 

It helps to understand baseline better by using mapping techniques as below: 

-Completing verifying and validating hgh-level (not ‘should be’ or ‘could be’) business porcess map. 

-Completing SIPOC representation, describing the Suppliers, Inputs, Process, Outputs and Customers. 

Customers: It requires to determine customers such that: 

-Identifying customers and segmenting according to their different needs and requirements. 

-Collecting data and displaying to better understand customer8s) critical needs and requirements. 

Project Charter: The main items are business case, problem and goal statements, project scope, milestones, roles and 
responsibilities, project-research plan. 

Opportunity Statement: The opportunity statement should adress these questions: 

-What is wrong or not working? -When and where do the problems occur? 

-What is the impact “pain” on our employees? -How extensive is the problem? 

-What is the impact “pain” on our customers? -What is the impact “pain” on our business? 

-Does it make strategic sense to adress this issue? 
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The opportunity statement does not make assumptions that cannot be supported with data, that will not create value, 
contain or identify a solution. Six Sigma attempts to identify the root cause of the problem, artificially define the scope too 
narrowly or define the scope too broadly. 

2.4. The culture of Six Sigma  

A significant feature of six sigma culture is the existence of what could best be described as management by fact. The 
performance of the process at the start of the project is recorded in a run chart or a control chart.  At the completion of the 
project, the improvement is clear. The charts prominently displayed alongside other diagrams and a clear explanation of 
what is being mesured and how the chosen improvement actions were arrived at.  There is evidence of a readily accepted 

self-discipline in this style of communication, a discipline which often surprises visitors and alarms suppliers. 

2.4.1. Implementation of Six Sigma Strategies 

There are three general policies of six sigma improvement. They are six sigma engineering organization, six sigma 
organization and strategy selection for individuals and research areas. 

Six sigma organization uses a methodology of training all individuals, in all scopes, in the fundamental concepts and tools 
included in the implementation of six sigma.  Six sigma engineering organization strategy focuses on training and 
improvement within the design and manufacturing engineering departments of the business.  

The third classification strategy selection refers to the development on strategically-selected employees (Sabders and Hild, 
2000). As with other quality programs such as TQM, determining Six sigma varies between organizations. For some 
companies, applying six sigma methodology means solely using the specific problem-solving stages involved; others use one 
or more of the strategies (Ingle and Jacobs, 1999). 

2.4.2. Roles and Responsibilities: 

Many organizations fail to execute programs such as Six sigma because they attempt to implement too many of them. Six 
sigma requires strong executive sponsorship and support from functional leaders. Incentives must be created so that “Line 
Managers” consistently. Some of them are that 

-devote adequate resources to research teams, seek out potentiall high effect research ideas. Leaders must be identified to 
become black belts and succession plans need to allow for the repatriation of these black belts into the business. 

2.5. The Requirements of Six Sigma  

Strong leadership and top management commitment 

Good support from top management is imperative in the restructuring of the organisation and achieving the cultural 
change and motivation of employees towards quality and the Six Sigma strategy to the business. 

Cultural change 

Employees have to be motivated towards the introduction and development of Six Sigma program through various reward 
and recognition schemes. There can also be a problem of employees dismissing Six Sigma as the latest fad or hype. To 
overcome this problem and also to allay the fears that employees may have, there has to be early and effective 
communication to all employees on the why and how of Six Sigma. 

Training 

Training is a crucial factor in the successful introduction and development of Six Sigma program. It is important to 
communicate both the ‘why’ and ‘how’ of Six Sigma as early as possible and provide the opportunity to people to improve 
their comfort level through training classes. There is usually a hierarchy of expertise, which is identified by the belt system. 
Within GE, the belt system is fundamentally divided into: 

Campions: These are trained in the essentials of the six sigma methodology focusing on selecting the research that is 
aligned with business goals. Identify strategically important projects for the improvement teams and provide resources, 
typically receive an orientation to Six Sigma rather than detailed training, promoting and leading the Six Sigma deployment 
in significant or critical areas of the business Champions must select and mentior six sigma project leaders callled “Belts” 
and align and integrate the six sigma launch into their organization (Knowles et al., 2005). 

Master Black Belt (MBB): This concept is often the key support person to  the champions to assist in research defininition 
and the mentor and lecturer of six sigma green belts and six sigma black belts. It requires extensive research management 
experience according to the six sigma methodology and statistical tools. fully trained quality leaders responsible for Six 
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Sigma strategy, training, mentoring, deployment and results generally serve as instructors and internal consultants. Black 
Belts (BBs) – Full-time Black Belts lead improvement projects and typically receive 4 weeks of training 

Six Sigma Belts:  A black belt should present team leadership, understand team dydnamics and assign team member roles 
and responsibilities.  This belt has a thourough understanfding of all aspects of the DMAIC model in accordance with six 
sigma belts. Green belt analyzes and solves quality problems and is involved in quality improvement research scopes. Green 
Belts are part-time improvement specialists that receive less training since they provide supporting roles on the 
improvement projects. Yellow belt is typically employee and has a solid basic knowledge of the six sigma methodology.  The 
work of these types reflects excellent understanding of a quality etc. profit relationship (Knowles et al., 2005; Url 11; Url 12; 
Hoerl, 2001).  

3. ADVANTAGES OF IMPLEMENTİNG SIX SIGMA METHODOLOGY 

3.1. Manufacturing sector 

Six Sigma has been achieve used in different production companies such as General Electric, Boeing, DuPont, Toshiba, 
Seagate, Allied Signal, Kodak, Honeywell. For example, Motorola saved US$2.2 billion in the first 5 years of adoption. 
Honeywell saved in excess of US$2 billion since implementing Six-Sigma in 1994. General Electronics initiated Six-Sigma in 
1996 and generated more than US$2 billion of revenue in 1999. Black & Decker’s savings rose to approximately US$75 
million in 2000, which was more The original concept of six sigma than double the savings of the previous year, and 
accumulated over US$110 million since 1997. For example, Motorola recovered US$2.2 billion in the first 5 years of 
adoption. Honeywell saved in excess of US$2 billion since applying Six-Sigma in 1994. General Electronics launched Six-
Sigma in 1996 and emergent more than US$2 billion of revenue in 1999. Black & Decker’s savings rose to nearly US$75 
million in 2000, which was more The original concept of six-sigma than double the savings of the previous year, and 
generated over US$110 million since 1997 (Mayor, 2003; Wang et al.,2004).  

3.2. Financial Sector 

Typical six sigma projects in financial institutions contain developing accuracy of allocation of cash to decrease bank 
charges, automatic payments, developing accuracy of reporting, decreasing documentary credits defects, decreasing check 
collection defects, and decreasing difference in collector performance Bank of America reported as developping in 
customer satisfaction and reducing in customer problems after applying six sigma 

3.3. Healthcare Sector 

Six sigma fundamentals and the healthcare sector are very convenient because of the healthcare system of zero tolerance 
for failures and potential for decreasing medical defects and issues. Some of the successfully implementations of six sigma 
studies involve developping timely and accurate requirements, following the process of healthcare distribution, and 
decreasing the inventory of operative equipment and interconnected costs. 

3.4. Engineering and Construction Sector 

In 2002, Bechtel Corporation, one of the largest engineering and construction companies in the world, provides savings a 
huge amount with an investment in its six sigma program to determine and obstruct failures and defects in engineering and 
construction industries from design to manufacturing, production, construction to on-time delivery of payroll of staff 
member (Knowles et al., 2005; Mayor, 2003; Wang et al.,2004). 

In Six Sigma, the important point is on process development in order to increase capability and decrease variation of 
process. Six Sigma methodology is about solving problems. The main isue is on business problems that causes harmful 
effects and extra costs to the companies (Oudrhiri and Pellizzetti, 2006). It is not a classification of best applications or 
methods. Every corporation is different and thus failures and extra expense etc. are the problems they face. Six Sigma 
refuses pre-defined solutions and determines and analyses problems to the degree of their root causes (Russ et al., 2008). 
Six Sigma is generally applied in organizations by determining Six Sigma projects. Six Sigma tools are used in implementing 
Six Sigma research. Some of the Six Sigma tools can be listed as; descriptive statistics, run chart, control chart, probability 
plot, check sheets, pareto chart, brainstorming, affinity diagram, interrelationship diagram, matrix diagram and 
prioritization matrices, quality function deployment, single factor analysis of variance, design of experiments and etc. (Rick 
and Michael, 2002; Siviy et al., 2007). The CMMI’s (Capability Maturity Model Integration) process infrastructure offers a 
foundation for Six Sigma efforts and helps engineering processes of a business relate to its business processes. Moreover, 
Six Sigma is not a competitor to CMMI or other process fundamental structures and standards. 

Integrating CMMI and Six Sigma can be in several ways as given below (Russ et al., 2008). 

- Implement CMMI process areas as Six Sigma research ans studies. 
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- Use Six Sigma as the tactical engine for high capability and high maturity. 

- Apply Six Sigma to improve or optimize development strategy of an organization and 

steps of processes. 

- Integrate CMMI, Six Sigma, and all other development initiatives to support a standard for 

the execution of every study throughout its life cycle. 

4. SIX SIGMA IMPROVEMENT TECHNOLOGY IN THE SUPPLY CHAIN NETWORK 

A risk management strategy need to objective to occur and continue a supply chain that is both resistant and elastic. An 
elastic supply chain can reply to unimagined sudden input differences. Accomplishment resistant and elastic supply chain 
will turn on the degree of visibility and control over operations as well as the timely availability of spare operation capacity. 
A main first stage toward successing this is to take critical path operations under control. Though controlling processes’ 
outputs by control as it was in traditional quality management is not a satisfactory way because of non-conforming factors 
would ‘slip through the net’ and, in any case, control is ‘after the case’. So processes must be under control before it 
applied outputs. 

Globalisation, change of marketing, outsourcing efficiency supply chains to be more complicated factors. Thus they are 
developing sensitive to risk of distribution. Because supply chains contain the linked operations of the different entities in a 
network, it is applicable to follow the methods in which operation risk can be directed. Despite they divide a number of 
properties such as unchanging processes, having monitoring control over output difference and low inventory levels, the 
key variation between the two is their skill to respond to differences in input. The integration of six-sigma and SCM follows 
from the fact that both have been lustily selected as “operation approach”. With the six sigma essent basically being a 
operaation oriented approach, a six sigma metric actualy measures how well the underlying operation is performing. This 
“operation approach” is also a property of supply chain management. Six sigma is a data driven, continuous improvement 
technics that look for take operations under control and improve operation capability. In one Six sigma project, Ford analyst 
measured inventory levels at one of their plants during manufacturing time and followed that levels changed by 20% over 
monte. With further research they found one of the significant causes of invnetory fluctuation was inefficient and 
inconsistent unloading of parts at the plant docks Following stages to develop dock utilisation and in this way driving out 
operation led to annual savings of more than $3.7 million due to inventory reduction, decreased overtime for unplanned 
materials handling and other savings (Christopher and Rutherford, 2004). 

4.1. Applying Six-Sigma to Supplier Development 

Supplier development involves a long-term cooperative effort between a buying firm (e.g. a manufacturer) and its suppliers 
(i.e. its material providers), and is aimed at creating and maintaining a network of competent suppliers. The development 
activities include supplier selection and monitoring, supplier assistance and training, the provision of incentives for 
continuous improvements, and supplier organizational integration. The ultimate objectives of supplier development are 
supplier base reduction, concurrent engineering, reductions in cycle time, reductions in inventories, and increases in 
customer satisfaction. There should have five steps in the supplier certification process: preliminary evaluation, product 
design and quality certification, a review of the supply process, performance monitoring, and certification. Raytheon 
Corporation has applied Six-Sigma to improving its supplier development activities (Breyfogle, 1999). 

Six sigma offers more robust supply chain processes. Accross unpredictable events supply chain processes need to be agile 
and responsive. To accomplish this problem there must be spare process capacity where it is needed most along the critical 
path (Url 13; Wang et al., 2004). 

The key is to approach supply chain activities as processes. Supply chain processes can be improved untill the six sigma 
level. The framework consists of five integrated modules. These are Define, Measure, Analyse, Improve, and Control steps. 
The basic framework of the Six-Sigma improvement technology in the supply chain network is given in Figure 4.  

Figure 4: The framework of the Six-Sigma model in the supply chain (F. K. Wang et al., 2002) 
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5. WORK STREAM MAPPING IN PIPE PRODUCTION  

The raw materials of pipes reach X Company as steel bands (strip) from the suppliers. All strip passes through an in-line strip 
wash process which removes oil, dirt and smut from the strip. The strip wash process is essential in meeting with customer 
and industry requirements. The cleaning process includes a wash tank, rinse tank and strip dryer. These bands are turned 
into pipes by using rolls. This process forms the strip into a tabular shape. The rolls used in pipe forming process are 
forming, blade’s welding and sizing rolls respectively. First of all, steel bands enter into farming rolls and they are bended. 
Then they are transferred to blade rolls to get a more bended shape almost approximate to the final shape. After that, they 
pass through the welding rolls which weld the tube by means of high frequency induction welding and two ends of the tube 
combine. At last, they go into sizing rolls and attain their last shape. Pipes pass through scarfing process next. Scarfing is the 
process in which the outside weld bead is removes form the pipe. The necessity of this process is to insure a smooth outer 
surface of the pipe. At the end of this process, the production is completed. After each production, samples are taken from 
each pipe batch and they are tested (outside diameter, wall thickness, rockwell, eddy current). Finally, pipelines are 
packaged and sent to the customer. 

Goal Statement: 

Define the objective of the research, Y= f(x) and is specific, measurable, attainable relevant and time-bound. Benefits may 
include: improved response time, lower lead time, reduced warranty claims, improved reliability, lower operating costs. The 
goal statement should adress these questions: 

What is the improvement team seeking to accomplish? How will the improvement team’s success be measured? What 
specific parameters will be mesured, what are the tangible results deliverables (ex. reduce cost, cycle time, etc.)? What are 
the intangible deliverables/results? 

5.1. Layout Optimization for  Pipe Production in Factory  

The goal is to optimize the factory layout which enables appliers to eliminate non value added activities and thus decrease 
the unit production cost (Y) to 65$/ton. This involves costs of coil slitting (x1), welding lines (x2), LS finishing lines (X3), 
packing lines (x4). Amortisation expenses of the investments suggested by this research cannot exceed 0.72$/ton. 
Therefore, estimated Level 1 benefit out of this research is: 

75.000 (tons/year) * (37.66-30-0.72) ($/ton) * 0.7 = 364.350 $/year.” 

The research scope defines the boundaries of the business opportunity. The goal statement should adress these questions: 

-What are the boundaries, the starting and ending steps of a process, of the initiative? 

-This is necessary to maintain “boundaries” for the team to remain focused. 

-What parts of the business are included? 

-What parts of the business are not included? 

-What, if anything, is outside the boundaries of the team? 

An example can be given for research scope to realize it as given below (XB Holding,2002). 

Layout Optimization for Pipe Production in Z Factory (BMB) 

Start Boundary: Taking the steel coil into pipe production 

End Boundary:  Transporting the packed pipes to customer or stock 

In Scope: Slitting line 

All back pipe and rectangular hollow section units within the welding hall.  All back pipe and rectangular hollow steps of 
finishing lines.  

Out of Scope: Layout change for galvanishing line. Layout change for annealing furnace” 

This plan identifies the milestones necessary to achieve the objectives and the schedule for completion. A major 
component of the research plan is an action plan that displays activities, responsibilities and dates by milestone and task. 

5.2. General Problems in Production Procedure 

As a result of the discussions with the black belt three main problems were determined. These are ıdle times, reduction in 
speed and customer complaints about surface defects.  According to the customer complaints, much more meter pipe from 
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amount of production had surface defects. 215.256-meter length pipes were scraped, taken back. This was caused financial 
loss. Approximately, 178.396 meter pipes were reproduced. A huge amount compensation was paid. The frequency 
percentages of Idle time reasons in a year are presented as below in Table 2. 

Table 2: Frequency Percentages of Idle Time Reasons in a Year 

 

About data of ıdle times, at the same tiem data about idle times related to the rolls were sorted from all idle time reasons.  
Idle times related to the rolls are profile block changing, round pipe diameter adjustments, surface defect adjustments, roll 
amortization etc. By collecting thse types of data, it was aimed to find the most significant reasons of times related to the 
rolls. The steps of production system were presented in table aa. This table was classified to determine the inputs, 
processes and outputs of the structure of system.  This technique is usable tool to research the capabilities of the system at 
the starting stage of the study. Setup instructions, operator, roll sets and roll usage plan are components of Input stage. 
Machine matching, setup, re-maching, roll changing are components of Process stage. Customer complaints, scraps, speed 
and idle times are components of output stage. This IPO (input-process-output) Table 3 is shown as below. 

Table 3: Phases of System Table 

Input Process  Output

Setup instructions Machine matching Customer complaints

Operator Setup Scraps

Roll sets Re-maching Speed

Roll usage plan Roll changing Idle times  

5.3.Components of System - SIPOC Table 

All relevant components of the research should be identified before work begins so the whole system can be understood 
clearly. Hence, a SIPOC table was organized to answer these questions: 

Who are the consumers of the process, what are the requirements of the consumers, and what specifications are placed on 
the Inputs? When the study does not deal with the real customers or suppliers, machines and warehouse could be thought 
as these components (see Table 4). 

Table 4: Supplier-Customer Framework 

S I P O C

Supplier Input Process Output Customer

roll warehouse

Roll used 

in production roll remaching

roll sets which have

reduced diameters by

remaching in CNC

pipe machines

roll warehouse

Roll used 

in production roll remaching

roll sets which have

polished surfacess by

remaching in turn benches

pipe machines

roll warehouse rolls ready to use roll change

machines ready for

production tube machines

tube machines setup instructions roll setups rolls used in production roll warehouse

Roll 

remaching 

process

Roll Usage 

Process

 

6. PARETO ANALYSIS 
A pareto chart can be constructed by segmenting the range of the data into groups. The left-side vertical axis of the pareto 
chart is labeled frequency- the number of counts for each category, the right-side vertical axis of the pareto chart is labeled 
with the group names of your response variables (Akın, 1996; Akın and Ozturk, 2005; Url 8). The number of data points is 
determined by residing within each group and construct the pareto chart, but unlike the bar chart, the pareto chart is 
ordered in descending frequency magnitude and users define the groups. 

Vilfredo Pareto was a 19th century Italian economist and his researches were about economic problems using mathematics 
and the technique was named with his name and this method supports to determine and group the detects-error due to 
percentage importance. He specified that 80 percent of the location in Italy was belonged by 20 percent of the citizens. 
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This method is a method of analyzing causes of problems to support an effective solution.Generally,  this way implements 
according to  80/20 law. Pareto diagrams are the graphical tool applied in Pareto analysis Pareto analysis is a method which 
is applied to distinguish reasons from less important ones (Gitlow et al., 2005; Cravaner et al., 1993; Leavengood and Reeb, 
2002).  

6.1. Analysis for Idle Time Production 

Data was collected in measure phase about the idle time reasons of the rolls. In Anlyze phase, pareto diagram is used to see 
the reasons that affect the idle time most. This diagram can be presented in Figure  5. 
 

Figure 5: Pareto Analysis 

 

Considering pareto Diagram ( see figure 5) ; average changing times have been computes and features were arrayed from 
top to bottom. complete roll changing, round tube diameter adjustment, and  profile block changing took the biggest 
percentage. To see all of the changes, surface detect adjustment has also been examined through the analysis. These four 
reasons have high risks features. Firstly, These foru reasons must be eliminated from the systems according to the Pareto 
analysis. 
 

7. GENERAL OVERVİEW OF  SIX SIGMA APPLICATION-CASE STUDY IN MANUFACTURING FIRM  

The main is to resign Six Sigma quality product or service without suffering from a poor understanding of customer 
necessaries and resign performance of the suppliers. To release Six Sigma in a supply chain network, management must 
clearly define potential effects of the enterprise on corporate performance and supply chain groups (Montgomery, 2008). 
To better know customer necessaries, companies use to keep in mind that errors are decreased if they focus on bring 
customer necessaries to the Six Sigma level Bob,Galvin, former CEO of M, asked IBM, which is a big firm, to apply Six Sigma 
Suppliers must also find value in collaborating with the organizatör. One method to detect value to the suppliers is to 
provide a strategy to occur relationship with the suppliers who commit to apply Six Sigma attempt and aline with the 
corporate objectives, and decrease the number of suppliers who aren’t  enthuastic about having great advancement in a 
short period of time .To release the enterprise, managers must present a commitment document, mutual performance 
aims, commitment to eductation and progress review schedule (Antony and Banuelas, 2002; Wang, et al.,2004). Since the 
early 90s, companies have been researching on decreasing number of suppliers. As the companies developed their design 
and processing processes, dependency on development by supplier developed to success continually demanding business 
aims Similarly, when applying Six Sigma, M Company asked its suppliers to aply its Six Sigma travel. To obtain the suppliers 
enthusiastic, quite a few activities were handed to training suppliers for the dramatic development and the objectives it 
suggested them. After winning the Malcolm Baldridge National Quality Award, M Company felt privileged to distributed its 
achieve story with its suppliers and customers. Regular supplier informations were held to communicate the M process, its 
suppliers’ expectation and stable sources. To some point, suppliers were stabled to participate in M’s Six Sigma process to 
provide continually developing products and services. To development suppliers’ understanding of the Six Sigma process, 
they were used to share four main factors, which were as follows (Montgomery, 2008; Antony and Banuelas, 2002):  
 

Understanding Six Sigma—An overview of the Six Sigma methodology and terminology.  
 

Process Quality Improvement—An overview of process improvement methods explaining applicability of various tools.  
 

Design for Manufacturability—The process of integrating product and process development for producing defect-free 
products. 
 

Cycle Time Reduction—Straightening out material flows to practice lean principles.  
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M University was then established to institutionalize corporate strategies and manage the variable process. It suggested 
services to uplift M Company’s suppliers’ capabilities and strengthen the relationship with them. The university also had a 
consulting group to provide its clients in applying different methods. Moreover training and guiding suppliers, following 
policy of M Company was varied and procedures were altered to image the expectations of its suppliers of M Company. The 
new procedures imaged intent and verification to minimize product research and verification facilities, and promote 
process control and development facilities. Supplier’ scorecard would be followed periodically difference success and 
defining areas for development. Furthermore buying policies, a process for suppliers involvement in theproduct 
improvement step was applied This allowed M to leverage its suppliers’ speciality and sources and conspire with its 
suppliers in increasing new products This early inclusion of suppliers supplied M engineers to produce designs that its 
suppliers could manufacture at low fault rates (Antony and Banuelas, 2002; Wang, et al.,2004). Application Six Sigma is 
supply chain needs a strategic thinking, proper planning and significant commitment to optimize  the performance of the 
supplier group. Besides, including customers allows an organization to specify products trhat are acceptable to customers 
and spplied by suppliers for preservation the product surplus. There are different companies, such as C, that have included 
their suppliers in the Six sigma interference to provide regular commitment to the institutional performance development. 
Six sigma in the supply chain is serious  to success higher sigma levels. If a company is application Six sigma, it can’t be 
researching with three-or four sigma suppliers or customers with unrealistic expectations, and hope to success its Six Sigma 
quality objectives  (Nonthaleerak and Hendry, 2006). 
 

8. CONCLUSION 

By the help of this research, it is aimed to develop knowledge about six sigma quality system and its tools.  Six sigma 
method is investigated to develop the processes of  supply chainSix sigma method requires to be applied forever in a supply 
chain because of it is a sustainable research area. It is impossible to provide  zero failure, defect in real life but it is a 
continuous process. Firstly,  A deep literature survey has been accomplished to understand the concept better. For the case 
study, the present system was examined and the research scope was specified by considering the operations that needs 
development. The applications  of  six sigma methodology to the supply chains was presented. Six sigma methodology was 
applied to define the importance of quality and satisfaction of customers in the supply chain management and production 
area. The probable problems of the system were observed and main causes of problems were discovered to eliminate them 
or reduce the effects of these problem in the systems. The phase of analyses provided to understand which items of 
problems causes the failures and defects. The research can be extended with other problems  and factors of system 
according to the discovering from aspects of quality. Today, supply chains management includes more and more complex 
structures because of their inconsistent objectives. Conducting comlex structures are very hard so this frame needs to be 
developed. 

 

 

REFERENCES 

Akın, B. , 1996. “ISO 9000 Uygulamasında İşletmelerde İstatistik  Proses Kontrol Teknikleri”, Istanbul: Bilim Teknik Yayınevi, pp. 49-50. 

Akın, B., Ozturk, E., 2005. Istatistiksel Proses Kontrol Tekniklerinin Bilgisayar Ortamında Uygulanması, VII.Ulusal Ekonometri ve İstatistik 
Sempozyumu Bildiriler CD, Istanbul, pp.1-15. 

Antony, J., Banuelas, R. 2002, ”Key ingredients for the effective implementation of Six Sigma program”, Measuring Business Excellence, 
vol.6, no. 4, ABI/INFORM Global, p.20 

Benita M. Beamon, B.M., Tonja M. Ware, T.M. 1998, ” A process quality model for the analysis, improvement and control of supply chain 
systems”, International Journal of Physical Distribution & Logistics Management, Vol. 28 No. 9/10, pp. 704-715. 

Breyfogle, F.W. 1999, Implementing Six Sigma: Smarter Solutions Using Statistical Methods, John Wiley: New York. 

Christopher, M. ,Rutherford, C. (2004) “Creating supply chain resilience through agile six sigma”,CriticalEye,  June- August 2004, pp.24-28 

http://www.valuenetworkmanagementforum.org/vnmf/images/past_events/competitive/publications/Creating_Supply_Chain_Resilience
_Through_Agile_Six_Sigma.pdf) 

 

Cravener, T.L., Roush, W.B., Jordan, H., 1993.”Pareto Assessment of Quality Control in Poultry Processing Plants”, Applied Poultry Science,             
2, pp.297-302. 

Erol, E., Ferrell, Jr. GW. 2004, “A methodology to support decision making across the supply chain of an industrial distributor a Department 
of Business Administration”, Int. J. Production Economics 89 (2004), pp. 119–129 

Gitlow, H.S., Openheim, A.J., Oppenheim, R.,Levine, D.M. (2005).”Quality Management “, Third Edition, McGrawHill, USA, pp. 366-367. 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.111-123                   Erdil, Erdil 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.579                                                122                                                   PressAcademia Procedia 

 
 

Gunasekaran, A.  , Ngai, E.W.T. 2004, “Information systems in supply chain integration and management”, European Journal of Operational 
Research 159 (2004), pp. 269–295. 

Gupta, P. 2004 “Six Sigma Business Scorecard, Creating a Comprehensive Corporate Performance Measurement System”, The McGraw-Hill 
Companies. 

Halseth, K. 2008 , “Process Modelling & Mapping: The Basics, Regional Coordinator”, Forms Management & Production,  David Thompson 
Health Region, Session 64, http://c.ymcdn.com/sites/www.bfma.org/resource/resmgr/articles/08_64.pdf. 

Hoerl, R.W. 2001,” Six Sigma Black Belts: What do they need to know?”,  J. Quality Technology, vol. 33 no.4, pp 391–401. 

Ingle, S., Jacobs, D. 1999, “Approaches to TQÖ adoption in an Irish context”, Ho,S.K.M., TQM and Innovation, Hong Kong Baptist University, 
Hong Kong. 

Knowles, G., whicker, L., Femat, J.H. and Canales, F.D.C. 2005, “A conceptual model for the application of Six Sigma methodologies to 
supply chain improvement”, International Journal of Logistics: Research and Applications Vol. 8, No. 1, March, pp. 51–65. 

Leavengood,S. and Reeb,J.,2002. “Part 3:Pareto Analysis and Check Sheets, Performance excellence in the wood products industry”  
Statistical Process Control, EM8771, January 2002. 

Linderman, K., Schroeder, R.G., Zaheer, S., Choo, A.S. 2003, ” Six Sigma: a goal-theoretic perspective”, Journal of Operations Management 
21, pp.193–203. 

Mayor, T.2003, “Six Sigma comes to IT: targeting perfection”, CIO Magazine, www.cio.com/archive (accessed 24 January 2004). 

Montgomery, D.C., William H. Woodall, W.H. 2008, An Overview of Six Sigma, International Statistical Review vol.76, no.3,pp.329–346 

Nonthaleerak, P.,  Hendry, L.C. 2006, “Six Sigma: Literature review and key future research areas”. Int. J. Six Sigma Competitive Advantage, 
2(2), pp.105–161. 

Oudrhiri, R., Pellizzetti, F. 2006, “Using maturity models for Six Sigma and strategy execution”, IQPC 7, Annual conference, Amsterdam. 

Radouane, O., Fabrizio, P. 2010,”Design for Six Sigma (DFSS): a cultural and paradigm shift from Deterministic to Probabilistic Design”, SEPG 
Europe, Portugal. 

Raisinghani, M.S. 2005,”Six Sigma: concepts, tools, and applications” , Industrial Management & Data Systems Vol. 105 No. 4, pp. 491-505,  
Emerald Group Publishing Limited. 

Rick, H., Michael, S. 2002,”Optimize Your Solution: Integrating Six Sigma and CMM/CMMI-Based Process Improvement”, 2.Software 
Technology Conference, 2002. 

Russ, R., DanaSperling, D., Rometsch, R., PeterLouis, P. 2008,”Applying Six Sigma in the Field of Software Engineering”, Lecture Notes in 
Computer Science, vol. 5338, Springer. 

Sabders, D., Hild, C. 2000 , “A discusiion of strategies for Six Sigma implementation”, Quality Engineering (12)3, pp.303-9. 

Siviy, J.M., Penn,M.L, Stoddard, R.W.2007,”CMMI & Six Sigma: Partners in Process Improvement”, Addison-Wesley. 

Sheikh, K. 2003, ”Manufacturing resource planning (MRP II)  with introduction to ERP, SCM and CRM”, McGraw-Hill, New York, pp.538-539  

Tennant, G. T. 2001, “Six sigma: spc and tqm in manufacturing and services”, The Evolution of Six Sigma, . Gower Publishing, Ltd. p. 6. ISBN 
0-566-08374-4. Retrieved 2012-03-19. 

Wang, F.-K., Du,T.C., Eldon, Y. L. 2004, ”Applying Six-Sigma to Supplier Development”,  Total Quality Management, Vol. 15, No. 9–10, pp. 
1217–1229. http://iceb.nccu.edu.tw/proceedings/APDSI/2002/papers/paper90.pdf 

Wing, C.L., Chowb, S., Maduc, C.N., Kueic, C.-H., Yua, P.P. 2005, ”A structural equation model of supply chain quality management and 
organizational performance”, Int. J. Production Economics, vol. 96, issue 3, pp. 355-365. 

XB Holding, Green Belts Education Documents, 2002 

Url 1- Supply Chain Management, Rai Technology University Engineering Minds-Chapter 1, pp.3-11 
http://164.100.133.129:81/eCONTENT/Uploads/Supply_Chain_Management.pdf, access time: 12.04.2017 

Url 2- What is Supply Chain Management?, Penn State University, Smeal College of Business, https://www.smeal.psu.edu/cscr/pitch/what-
is-supply-chain-management , access time: 12.04.2017 

Url 3- Six Sigma, http://leansixsigmadefinition.com/glossary/six-sigma/ ,  http://www.cqeweb.com/chapters/chapter4.pdf, p.12 

Url 4- The History of Six Sigma, http://www.tbmcg.co.uk/about-tbm/six-sigma.html 

Url 5- Sinikov, C. 2002, “ The Six Sigma phenomenaold or new perception of quality?”, www.alunet.com 

Url 6- Six Sigma Vs. Quality Methodology, Jean Scheid, http://www.brighthubpm.com/six-sigma/34733-six-sigma-vs-quality-methodology/ 

Url 7- Six Sigma, http://www.brighthubpm.com/six-sigma/p3.html 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.111-123                   Erdil, Erdil 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.579                                                123                                                   PressAcademia Procedia 

 
 

Url 8-Six Sigma Methodologies, http://www.6sigmastudy.com/Six-Sigma-Methodologies.asp 

Url 9- How to Calculate Your DMAIC Process Sigma, http://www.brighthubpm.com/six-sigma/42956-how-to-calculate-your-dmaic-process-
sigma/ 

Url10-Mary K. Pratt-posted by Margaret Rouse, Business process mapping, October 2016. 
http://searchcio.techtarget.com/definition/process-mapping. 

Url 11- How to Become Certified as a Six Sigma Green Belt or Black Belt, http://www.brighthubpm.com/six-sigma/27993-how-to-become-
certified-as-a-six-sigma-green-belt-or-black-belt/ Heidi Wiesenfelder, edited by Michele McDonough. 

Url 12-Six Sigma Green Belt , https://www.isixsigma.com/events/six-sigma-green-belt-390/ 

Url 13- Six Sigma in Supply Chain Management, written by Suvo; edited by Marlene Gundlach,   http://www.brighthubpm.com/six-
sigma/43061-six-sigma-in-supply-chain-management 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.124-129            Hamiti, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.580                                                124                                                   PressAcademia Procedia 

 
 

 2nd World Conference on Technology, Innovation and Entrepreneurship 
 May 12- 14, 2017, Istanbul, Turkey. Edited by Sefer Şener 

 

STATISTICAL ANALYSES OF SAME CONTENT TEXTS WRITTEN IN DIFFERENT LANGUAGES 
 
DOI: 10.17261/Pressacademia.2017.580 
PAP-WCTIE-V.5-2017(18)-p.124-129 
 
Mentor Hamiti

1
, Elissa Mollakuqe

2
, Asmir Rahmani

2
, Florinda Muhaxhiri

3 

1South East European University, m.hamiti@seeu.edu.mk  
2University of Prizren “Ukshin Hoti”, elissamollakuqe@gmail.com  
3State University of Tetova, florinda.muhaxhiri@gmail.com   
 

 

ABSTRACT  
Language is the basic and most consummate way of communication between people. It can be materialized in two ways: spoken and 
written. Every society has a spoken language, even the primitive ones. Although only civilized societies have a written language with a 
defined alphabet. The presence of letters in the context of words determines the meaning, while the determined order of these in words 
presents a work of art. It is, thus, understandable to raise the question: Which letter is used the most and least in different languages? Or 
maybe there is similarity on their distribution even though it has to do with languages which use different alphabets? Or in general, which 
are the differences or what could different languages have in common when they interpret the same content?! The answer to this question 
remains within the scope of this paper 
 

Keywords: Text, English, Albanian, Turkish, Bosnian  
 

1. INTRODUCTION 

Computer language software and their presence on the Internet have become a vital part of communication and modern 
concepts of the so-called “scientific field”. Linguists have taken seriously the provocation of the computer era in the field of 
linguistics, because computer linguistics is the only way for protecting, enriching and advancing every language in the 
world. The aim of this research is to present the continuous development of the languages, including the statistical research 
component. With the help of the original program, written in C# programming language, we set the computer in service of 
different languages, since text with same content were written in English, Albanian, Bosnian and Turkish languages. 
Linguists can use the gained results for further linguistics research and analyses (Hamiti, 2015). 

2. CLASSIFICATION OF ALPHABET LETTERS AND THE SPECIFICS OF COMPUTER BASED PROCESSING  

The organization of the letters for the alphabets in question is structured in separate forms for each language. The four 
languages belong to different families. English belongs to the family of the Germanic languages and uses 26 Latin letters 
(Murphy, 2008). Albanian is part of Indo-European family of languages with a total of 36 letters, of which 34 are standard 
(Latin) (Hamiti, 2005). Among these 9 are considered as consisting of 2 letters (digraphs) and 2 are diacritical marks. 
Bosnian belongs to the family of Slavic languages consisting of 30 letters, of which 24 are standard letters, while 6 are 
nonstandard, containing also composite ones (Schumann, 2010). Turkish is a language on its own, consisting of 29 letters of 
which 22 are standard while 7 are nonstandard and does not contain digraphs (Attaoullah, 2012). Because of the stated 
differences between the languages that are being treated, the standard existing applications, which in most cases are in 
English, cannot be used for universal processing of texts written in these languages. Therefore, it is necessary to design an 
original application that takes into account the specifics of the respective languages. 

2.1. English Language, the Specifics of Computer Based Processing 

English is described as computer language and notably advances in terms of computer processing compared to many other 
languages. All letters of the English alphabet are found in all standard computer keyboards, therefore the writing of texts 
and the text analysis written in this language are much more convenient and easier to realize. The English alphabet letters 
belong to ASCII standard, which remains as the international global standard for the interpretation of commands and texts 
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based on communication protocols. In addition, this standard has the support of all programming languages like C, C++, C#, 
etc. Also it allows the possibility of using any of them, without difficulties in processing the written texts in this language. 
That is not the case with other languages that require UNICODE support for interpretation and processing (wordandphrase, 
2015). 

Figure 1: Letters of the English Alphabet 
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2.2. Albanian Language, the Specifics of Computer Based Processing 

Albanian consists of 36 letters, of which 34 can be written easily from the computer keyboard, while two are letters with 
diacritical signs: "Ë, ë" and "Ç, ç", which means that the process of their writing is more complex. It can be done in one of 
the following ways: by using keyboard configuration where some additional Albanian language characters are hidden within 
special keys like parentheses, by installing fonts for text processors, or by using codes for generation of these two symbols. 
In addition, 9 out of the other 34 letters are treated as compound letters, also known as digraphs, which are formed by 
linking two Latin characters in one single letter for representing a single phoneme in Albanian language. This in 
programming is accompanied by another feature, that does not allow each letter to be treated as special character, but 
takes the meaning of the string, thus additionally complicates the programming and does not allow the use of existing 
applications for text processing (Academia, 1976)(Hamiti, 2015). Therefore, within the designed application in C#, special 
algorithms for solving the mentioned problem are used. As an illustration, it is worth mentioning that the MS Word count 
for Albanian language does not generate the correct result! 

Figure 2. Letters of the Albanian Alphabet 
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2.3. Bosnian Language, the Specifics of Computer Based Processing 

Bosnian has another category of the alphabets. Bosnian uses both alphabets simultaneously: The Latin and the Cyrillic 
alphabet (Ronelle, 2010). The alphabet contains a total of 30 letters, of which 24 are standard letters, while 5 are 
considered as nonstandard based on ASCII code, while 2 are composed letters, and one of them is a letter with diacritical 
mark. Therefore, writing of texts in this language through standard keyboards is very difficult and almost impossible 
without the installation of special fonts and respective keyboard configuration. But in terms of programming, however, 
processing of texts is conditioned through the programming languages that enjoy UNICODE support. 

Figure 3: Letters of the Bosnian Alphabet 
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2.4. Turkish Language, the Specifics of Computer Based Processing 

Turkish has an alphabet suitable for the sound of its own language. The Turkish alphabet consists of 29 letters, which can be 
categorized into two simple categories, with 22 standard and 7 nonstandard noncomplex letters (Asuman, 2001)(Underhill, 
2010). So, in terms of programming, it allows the possibility of using characters, which was not the case with the previous 
languages, the Albanian and Bosnian. 
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Figure 4: Letters of the Turkish Alphabet 
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3. THE APPLICATION DESIGNED FOR TEXT PROCESSING 

Considering the specifics of the analyzed languages, “Microsoft Visual Studio 2013” platform and C# programming language 
were used within this paper, for designing a specific program, which fulfills the needs for textual processing of English, 
Albanian, Bosnian and Turkish languages. The source code for this program, used for generating the results, is being fully 
presented through this paper. The program is called “Analyses of letters”. 

This program totally answers the needs for analyzing written texts in all four languages, and can be very easily adapted for 
other languages. It enables reading textual files, sets total number of characters within the textual file (file with .txt 
extension) (Hamiti, 2015), counts every single letter, punctuation marks and special characters separately, like for example 
empty line, the use of TAB and jumping on new line, etc. Also, it enables direct calculation of letter appearance frequency 
within the individual textual file. 

Unable to find more professional texts with similar content translated into these four different languages, in the frame of 
this paper, only 205 pages of text were analyzed. In order to obtain convincing results, we categorized them into ten 
groups: Basic expressions; greetings and invitations; communications and notifications; merchandise, money and numbers; 
transportation; food and beverage; guidance; documents (regulations); health and emergencies; and in the tenth group the 
other cases, containing some specific data such as messages, conversations, etc. In the paper we generated the results of 
averages of specific groups in order to avoid eventual errors and the possibility of deviation of results for specific content. 
Therefore, the possibility for some deviation remains open for the obtained values if considering bigger dataset such is the 
case with the EU languages, where you can find text with the same content in dozens of different languages, like the case 
with JRC-Acquis dataset. But the Albanian, Turkish and Bosnian languages do not enjoy this privilege, because they are not 
yet EU members. 

Figure 5: Analysis of letters 

 

4. SAME CONTENT TEXT ANALYSEZ RESULTS 

The number of characters, punctuation, standard and nonstandard letters, differ between the four analyzed languages, the 
English, Albanian, Bosnian and Turkish. The results are quite interesting, on how the same content is presented in four 
different languages. Figure 6. shows the total number of characters for all four languages, where the first appears to be the 
Albanian with a total of 703.192 characters, which has 36 letters in the alphabet, followed by the Bosnian language with 
665.840 characters, which has 30 letters in the alphabet, where as third appears the Turkish with a total of 625.037 
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characters, and which has 29 letters in the alphabet, and in the end appears to be the English language with 620.920 
characters with an alphabet consisting of 26 letters. 

Figure 6: Number of Letters in Alphabets 

 
While analyzing these four languages and their distribution of characters, it is important to note that the study also reviews 
punctuation marks, spaces and other symbols (numbers, special signs, etc.). In this case, the study shows that the 
distribution of these symbols varies significantly between the four languages. Albanian in the examined text contains 2.44% 
of punctuation marks, Turkish has 2.62%, Bosnian with the highest percentage of punctuation marks with 2.77%, and 
English with least, around 2.21%.   Furthermore, regarding spaces used the results are as follows: Albanian uses 16.99%, 
Bosnian luses 16.53%, Turkish uses 16.15%, and English uses approximately 16.02% of space. This helps us to understand 
that for the same content the Albanian uses more words, with Bosnian as second, followed by Turkish, and English in the 
end, by what we conclude that this sequence is the same as the one with the number of letters in the alphabets. 

Figure 7: Number of Used Characters 

 

During the analysis of these four alphabets, it is noted that in terms of using the vowels and consonants, they are not very 
compatible. Albanian, English and Bosnian languages have almost the same vowels "a, e, i, o, u", while Turkish has 
additionally vowels "ı , ö, ü". However, the distribution of these components is similar, wherein: the Albanian in the 
alphabet has 80.56% consonants and 19.44% vowels, Bosnian has 20% vowels and 80% consonants, Turkish has 27.48% 
vowels and 72.58% consonants, and the English has 80.77% consonants and 19.23% vowels, which are shown in the figure 
below. 

Figure 8: Dispersion of Vowels and Consonants 
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Vowels are mostly used in Albanian text with 42.32% and the most used vowels appears to be “e, ë, I”. Second is Turkish 
with 41.02% vowels in text, where the most used vowels are: “e, a, o, I”. Third is English with 40.52% vowels in text, where 
most commonly are used "e, i". Fourth is Bosnian with 38.72% vowels in the text, where most commonly used vowels are: 
“a, i, e”. In this case it is noted that the Albanian, English and Turkish more frequently use vowel “e”, while Bosnian does 
not. The highest frequency in Albanian and English have letters E and T, with about 48.52%, in Bosnian vowels A and I have 
the highest frequency, around 25.02%, while E and A have the highest frequency in Turkish with 24.28%.  In the four graphs 
below we show the frequency of letters for the four languages as well as the features provided by the application. 

Figure 9: Frequency of Letters in Albanian

 

Figure 10: Frequency of Letters in English 

 

Figure 11: Frequency of Letters in Bosnian 
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Figure 12: Frequency of Letters in Turkish 

 
 

5. CONCLUSION 

After conducting many statistical analyses on the same text, written in four different languages, Albanian, English, Bosnian 
and Turkish, we generated the following conclusions: 

 Fewer characters were used in the text written in English i.e. the language that has fewer letters in the alphabet, 26 in 
total, followed by Turkish with 29 letters, Bosnian with 30 letters, and Albanian with 36 letters in the alphabet and that 
uses most characters. 

 Punctuations in Turkish and Bosnian are almost equivalent with about 2.75%, and have direct relationship compared 
with the total number of characters. 

 Spaces used in written Albanian occupy 16.99% of the text, which leaves us to understand the texts in Albanian use 
more words to interpret the same content, followed by the Bosnian 16.53%, Turkish with 16.15% and finally English 
with 16.02%. 

 The ratio between vowels and consonants in Albanian is equivalent to 80.56% with 19.44%, in Bosnian is 80% to 20%, 
Turkish has a ratio of 72.58% to 27.42% and English language has a ratio of 80.77% by  
19.23 %. 

 In Albanian, English and Turkish, vowel “e” is used more frequently, whereas in Bosnian language most frequent vowel 
is “a”. 

 All four languages have a single letter with a very low frequency of usage. In Albanian it is “x”, in Bosnian "đ", in 
Turkish “o” and in English the letter “z”. 

 The application realized in C# meets the requirements for the languages set in the study and it is easy for use and 
modification from other researchers based on the requirements for specific languages. 

 Also the application is offered by the authors as an open source for all concerned in continuing the research in the field 
of computational linguistics for educational purposes. 
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ABSTRACT  
Turkey has a high potential in the field of agriculture and livestock production. Turkey has a long history in the production of livestock 
system, which became the “buffer” sector of economy and the “locomotive” sector of Turkey. Although nowadays pastures are decreased, 
Turkey has quite large pastures. Besides, the domestic demand for meat in Turkey is quite large and tend to a show considerable growth. 
Animal husbandry is carrying great importance in terms of protein source and fattening cattle in the red meat production. In this sense, the 
development of meat production in terms of quality and quantity is also very necessary in terms of the nutritional problem that arises 
parallel to the growing population. In this study, the causes of increase in meat prices in Turkey were investigated, and the findings showed 
that, the cause of the price increases made as inadequate animal fattening. As a result, it was decided to establish a new place for the 
production of cattle-raising. Before starting the construction of the fattening livestock farm, firstly the location of the establishment is 
considered. In the decision-making process, it is quite difficult to make choices because of the different alternatives in terms of various 
criteria's. For this purpose, the PROMETHEE (Preference Ranking Organization Method for Enrichment Evaluation) method, which is an 
easy and straightforward method of multi-criteria decision making techniques which are frequently used in researches in recent years, has 
been used to select the place of establishment in Turkey. The choice of fattening farm establishment site was evaluated in 81 provinces; 
cattle feed areas, demand on meat, urban development index value, average minimum temperature, average maximum temperature, 
precipitation amount and grant support criteria were evaluated with using the PROMETHEE method. The interactions between the 
criterion and the criteria that influence the process were determined as a result of the survey conducted. As a result of this survey study, 
criteria weights and criterion values were determined by Analytical Hierarchy Process (AHP) method and solved by PROMETHEE method 
considering the results. As a conclusion, the most suitable and the less suitable provinces for fattening livestock farm are selected 
 

Keywords: Multiple criteria decision making methods, analytical hierarchy process (AHP) method, PROMETHEE, selection of establishment 
place for fattening farms in Turkey. 
 

 

1. INTRODUCTION  

In the rapidly developing and changing world, while adequate and balanced nutrition is at the beginning of the problems, it 
actually contains solutions in itself. Livestock as a branch of agriculture has a strategic importance in terms of revitalizing 
development in the country's economy. Livestock nowadays has become an industry in developed countries and it become 
an integral part of the economy. This situation suggests that agriculture and therefore animal husbandry is a sector that 
needs to be developed at national level. 

According to the TUIK (Turkish Statistics Institution)  data, the GDP growth rate with fixed prices for the last 11 years 
increased by 4.9% on average, while the growth rate in the agricultural sector was 2.2%. This difference in rates of change 
has reduced the share of agriculture in GDP from 12.2% to 9.2%. 

In their study, Ocaklı et al. report that in the future, the demand for animal-origin food will not increase significantly but 
that the demand for meat and dairy products will increase by two times in countries with rapid population growth in the 
2020s. In Turkey, the livestock sector has tried to develop according to years but these developments have not been able to 
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catch up with the growing population and the growing livestock sector in intercountries. The fact that agriculture and 
animal husbandry are not being carried out in our country in large quantities has dragged us into importing, and causing the 
animals to be taken from foreign countries. 

Turkey thought that red meat prices are very high in 2010. Therefore, Turkey started to import beef, butchery and live 
cattle and sheep lamb. However, the carcass and meat prices continued to increase in the mentioned period. 

Though the exact number is not known, it is estimated that over 30.000 fattening businesses are in our country and more 
than 90% of these businesses can be considered as small enterprises. 

Planning and projecting of animal shelters in our country in order to provide suitable environmental conditions and 
improvement of existing shelters are obligatory (Ekmekyapar, 1991). In our country where climatic conditions show 
differences between regions, the preparation of shelter plans suitable for the special conditions of the regions depends on 
making the right facility place.  

Beef farming  are made to increase the yield of beef. In order to obtain more meat and better quality meat from younger 
males and females who do not have breeding features , milk cattle breeders who are left out of the squad, and old cattle,  a 
special nutrition is applied for a certain period of time before slaughter, and this period is called beef farming 
(Hacıbebekoğlu et al., 2013). Basic methods of fattening are classified as pasture fattening (entansive), before pasture 
fattening than barn fattening (semi-entansive), and barn fattening  (entansive). 

Ecological animal husbandry is a production system which number of animal is low, has appropriate feeding and shelter 
conditions, produce quality product with an appropriate production and marketing methods. In order to design an 
ecological animal husbandry, firstly selection of  facility place should be performed appropriately and correctly. The climate, 
the location and the environmental factors are very important for the place selection. 

People make decisions in many topics during  their lives. These decisions have certain criteria. The weights of these criteria 
vary from person to person. In the selection of the place of beef farming, weights of criteria,  the selling, pastures, 
temperature or IPARD (Rural Development Component) support vary from person to person. A similar situation applies to 
businesses. For this reason, Multi Criteria Decision Making (MCDM) techniques are used to make scientific selection in 
evaluating alternatives when people or businesses make decisions. 

In this study, it was aimed to determine the most suitable place of beef farming in cities in Turkey by using multi criteria 
decision making techniques. Firstly, a literature research was carried out. In the first phase of the study, the criteria 
affecting the place of beef farming were determined. The weights of these criteria were determined by AHP method and 
the accuracy was checked by consistency analysis. According to these criteria, 81 provinces were evaluated with the help of 
Visual Promethee package program which is application software of PROMETHEE method. In the last part, the results of the 
work were evaluated and various suggestions were made. 

2. LITERATURE REVIEW  

2.1. Studies Related with Animal Husbandry and Beef Farm  

With parallel to the importance of the livestock sector in our country, there are a number of studies published in this issue. 

Vural and Fidan (2007) reported that the activities types of animal husbandry in Turkey village-type; animal husbandry, 
agricultural worker activity which feeds one or two cattle's for family consumption, businesses which performs animal 
husbandry as a subsidiary activity beside herbal production, specialized businesses to produce to market and modern 
animal. 

Çakır and Saner (2005) compared the traditional and ecological animal husbandry systems in Turkey, which have a great 
potential in terms of animal existence They evaluated necessity and applicability of ecological system in Turkey. Also they 
evaluated current situation  according to different animal production branches.  

Kıral (1993) made a general assessment of the technical and economic aspects of beef cattle breeding in Turkey by focusing 
on the importance and the role of fattening businesses in Turkish livestock farming. In the study, economic analysis of 
fattening enterprises which have 1-50 heads cattle's , 51-100 heads 1-50 heads cattle's and over 100 heads 1-50 heads 
cattle's were carried out by emphasizing the socio-economic structure of fattening enterprises (Şerefoğlu, C., 2008). 

Ömürbek et al. (2013) have tried to determine the areas where livestock can be done in the province of Isparta by using the 
AHP method in. In the study, 7 districts in Isparta province were compared according to 5 different criteria (location, 
environmental factors, labor force, investment costs, laws) and decided to optimum area. 
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2.1. Multi Criteria Decision Making Methods  

Multi-criteria decision-making methods achieve the best compromised solution by evaluating available alternatives based 
on deterministic criterion values. Genç and Masca (2013) have included in their articles the statements that the decision 
maker can sort, group or choose among the available alternatives by means of the MCDM methods. When the literature is 
examined, it is seen that mathematical programming and multi-criteria decision making methods are generally used as 
numerical methods in the studies about the place of beef farming. 

2.1.1. Analytical Hierarchy (AHP) Method 

Saaty (1990) describes the Analytical Hierarchy Process (AHP) method, which is widely used in computer aided multi-criteria 
decision making defined as a method which is based on pair wise comparison of alternatives  according to common 
criterion and provides important support to the decision maker in reaching the conclusion of multi-criteria and multi-
choice. 

Cengiz and Çelen (2003) used AHP method in rural development, and at the end of the study, they found that AHP is a 
useful method in rural development studies. Eren (2006) worked on the determination of the best location in the leather 
industry using the AHP method. Özdağoğlu (2008) used the fuzzy analytical production process to study the facility place,  
and as a result he determined the appropriate one from the 4 alternative place (Ülke, 2016). 

Özel et al. (2014) used the AHP method to select the appropriate area for the new forestation work to be carried out in the 
Bartın Havza. Bakan (2013) used the AHP method to determine the appropriate districts among 14 district alternatives to  
establish the university according to the criteria determined. 

2.1.2. PROMETHEE  

The PROMETHEE method is a multi-criteria prioritization method developed by Jean-Pierre Brans in 1982. The PROMETHEE 
method has been developed because of the difficulties in implementation of existing prioritization methods in the 
literature, and used in many studies (Dağdeviren and Eraslan, 2008). Some of the PROMETHEE applications in the literature 
are summarized below. 

Maragou and Tsakiri (2005) proposed that PROMETHEE can be used to simplify the selection process alternative practices 
of reducing the damage caused by flood problems. Dağdeviren and Eraslan (2008) used PROMETHEE in supplier selection 
problem of a firm and calculate priority of alternative suppliers. 

Athawale and Chakraborty (2010) have solved the problem of more efficient plant place selection using the PROMETHEE II 
method, and found out how much this selection has an effect in production organizations. 

Kutay and Tektüfekçi (2013) used the PROMETHEE-GAIA approach which is one of computer-aided multi-criteria decision-
making processes in order to determine the managerial accounting decisions according to the degree of importance. Soba 
(2012) applied PROMETHEE method, using criteria- prices, fuel, maximum speed, safety, horsepower and performance - for 
six different panelvans in the same class. 

Genç and Masca (2013) used TOPSIS and PROMETHEE methods to obtain ranking of European Union countries and Turkey 
according to some economic criteria and compared their results. As a result, it is seen that the ranking values obtained as a 
result of the PROMETHEE and TOPSIS methods are very similar to each other 

3. DATA AND METHODOLOGY 

Many different methods can be used together to choose the place of beef farming. AHP, ANP, Data Envelopment Method, 
ELECTRE, TOPSIS, PROMETHEE and integration of these methods are generally used. Selection criteria and method selection 
are the most important features of facility place selection. When the place of beef farming is selected, AHP and 
PROMETHEE methods which be able to show the difference in the comparison stage and  including mathematical solution 
will be used. By using these methods, a different point of view has been tried to be achieved. 

3.1. Analytic Hierarchy Process (AHP)  

The AHP method is based on the naturalness of the human brain in view of events (Kokangül and Susuz, 2009). AHP method 
is based on pair wise comparison of alternatives according to the criteria. The AHP provides decision support in solving 
multi-criteria and multi-alternative problems (Çiftçioğlu, 2013). The AHP was firstly introduced by Myers and Alpert in 1968. 
The AHP method developed by Saaty in 1977 consists of five basic steps (Ömürbek et al., 2014). In the first step, the 
problem is defined, the main objective is determined in the hierarchical structure. In the second step, hierarchy of criteria 
and alternatives is created. In the third step; pair wise comparison matrices are created. In the fourth step, weight vector is 
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found. In the last step, the consistency rate is calculated. In case of inconsistency, pair wise comparisons are controlled, and 
process is repeated until they are consistent. 

3.2. PROMETHEE   

The PROMETHEE method, which was introduced in 1982, is a multi-criteria sorting method. PROMETHEE is a method that 
allows for the sorting of alternatives taking into account conflicting criteria. This method starts with the evaluation table. 
Alternatives in this table are evaluated according to different criteria. There are two kinds of information needed for the 
implementation of PROMETHEE. These are function preferences of the decision maker and the relative importance of the 
considered criteria for comparing the contribution of alternatives in each criterion. The PROMETHEE method consists of 7 
steps (Dağdeviren and Erarslan, 2008); In the first step; The data matrix A = (a, b, c, ...) is constructed for the alternatives 
evaluated by the weight of w = (w1, w2, ..., wk) and the criterion c = (f1, f2, ..., fk). In the second step, the preference 
function is defined for each criterion. In the third step, the common preference functions for alternative pairs are 
determined on the basis of preference functions. In the fourth step, the preference index for the alternative is calculated 
based on the common preference functions. In the fifth step; Positive (Φ +) and negative (Φ-) superiorities are determined 
for each alternative. In the sixth step; Partial priorities are determined by PROMETHEE I. Partial priorities explain the 
relationships of alternatives to each other. These relations are stated the preference situations of the alternatives and the 
determination of alternatives that are indifferent from each other. In the seventh step, full priorities for alternatives are 
calculated using PROMETHEE II and the calculated values are evaluated in the same plane as all alternatives and the exact 
order is determined. 

3.3. Methodology 

In this study, the selection of the facility place of beef farming among the provinces in Turkey was realized by using AHP and 
PROMETHEE methods. Criteria weights were determined by the AHP method and the ordering of the provinces was 
performed by PROMETHEE method. 

As a result of the study, AHP and PROMETHEE methods were used to determine the ideal provinces and various suggestions 
were developed. Microsoft Excel and Visual Promethee package programs are used for calculations of AHP and 
PROMETHEE methods. 

In the first phase of the study, the basic criteria required for the establishment of the beef  farming were determined with 
interviews with the staff of the Directorate of Agriculture and in order to obtain expert opinions before the 
implementation. These criteria are, percentage of feed crop area, percentage of beef demand, urban development index, 
average minimum temperature, average maximum temperature, annual precipitation amount, grant supports. The criteria 
are shown in Table 1 below. 

Table 1: Affecting criteria of selection of facility place 

 Criteria 

H1 Percentage of feed crop area 

H2 Percentage of beef demand 

H3 Urban development index 

H4 Average minimum temperature 

H5 Average maximum temperature 

H6 Annual precipitation amount 

H7 IPARD grant supports 

In the second stage of study, As a result of the interviews among the employees, the relations between the criteria were 
determined, and the analytical averages of the values were determined, and the percentages were calculated, and the AHP 
weight matrix was formed. Weight percentages of the criteria were found as a result of AHP analysis. The accuracy of the 
weighted matrix was checked by consistency analysis. The results are shown in Table 2. 

Table 2: AHP Weighted Matrix 

 H1 H2 H3 H4 H5 H6 H7 W 

H1 0,26 0,24 0,26 0,29 0,29 0,29 0,23 0.26 

H2 0,49 0,46 0,35 0,41 0,41 0,41 0,45 0.42 

H3 0,04 0,06 0,04 0,02 0,02 0,02 0,05 0.03 

H4 0,05 0,07 0,09 0,06 0,06 0,06 0,05 0.06 

H5 0,05 0,07 0,09 0,06 0,06 0,06 0,05 0.06 
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H6 0,05 0,07 0,09 0,06 0,06 0,06 0,05 0.06 

H7 0,09 0,09 0,17 0,12 0,12 0,12 0,1 0.11 

When ratio is 0,01295 <0,10 result is consistent 

In the third stage of the study, the appropriate preference function was chosen to implement the PROMETHEE method, and 
these values are shown in Table 3. After the preference function is determined, Visual Promethee program is used to 
implement the method. ("1" is not included in IPARD grant grants, "0" is set.) (1 - number of cattle / population) * 100. 

Table 3: PROMETHEE Preference Functions and Data 

CRITERIA H1 H2 H3 H4 H5 H6 H7 

Units % % Index -°C +°C mm IPARD 

Preferences 

Min/Max Max Max Max Max Min Max Max 

Weights (W)) 0.26 0.42 0.03 0.06 0.06 0.06 0.11 

Preference Functions Type I 
(Usual) 

Type I 
(Usual) 

Type I 
(Usual) 

Type II 
(U-Shape) 

Type I 
(Usual) 

Type I 
(Usual) 

Type III 
(V-Shape) 

Q n/a n/a n/a -10,00 +30,00 n/a n/a 

P n/a n/a n/a n/a n/a n/a 1,00 

Provinces 

ADANA 2,36 90,21 0,47 5,5 34,6 654,4 0 

ADIYAMAN 0,63 85,50 0,38 1,3 37,7 695,1 0 

AFYONKARAHİSAR 18,85 55,54 0,63 -3,4 29,5 427,3 1 

AĞRI 32,70 37,77 0,30 -15,9 30 519,6 1 

AMASYA 16,06 46,60 0,59 -0,9 31,3 459,4 1 

ANKARA 28,43 93,10 0,62 -3 30,3 366,2 1 

ANTALYA 16,05 93,16 0,55 6 34,2 1074,6 0 

ARTVİN 53,15 65,88 0,63 -0,2 26,2 701,8 0 

AYDIN 2,57 67,40 0,54 4,3 36,1 644 1 

BALIKESİR 6,63 58,76 0,63 1,3 31,3 576,8 1 

BİLECİK 19,06 83,37 0,63 -0,3 28,6 454,5 0 

BİNGÖL 27,10 54,17 0,44 -6,1 34,5 944,1 0 

BİTLİS 10,23 83,13 0,40 -6,4 30,7 1221,2 0 

BOLU 17,87 52,75 0,66 -3,2 28 553,9 0 

BURDUR 7,86 21,62 0,55 -0,8 32,2 426,9 1 

BURSA 15,58 93,44 0,60 1,7 31 695,1 1 

ÇANAKKALE  9,70 60,70 0,59 3,2 30,7 628,8 1 

ÇANKIRI 35,96 30,00 0,60 -4 31,1 410,6 1 

ÇORUM 34,85 59,11 0,50 -4,2 29,4 431,5 1 

DENİZLİ 5,92 75,41 0,59 2,3 34,4 566,1 1 

DİYARBAKIR 2,94 79,02 0,35 -2,3 38,5 490,1 1 

EDİRNE 0,22 62,15 0,57 -0,6 31,7 602,4 0 

ELAZIĞ 19,52 73,41 0,48 -4 34,2 410,2 1 

ERZİNCAN 23,13 59,56 0,57 -7 31,9 376,8 1 

ERZURUM 30,47 14,38 0,53 -14,3 27,3 406 1 

ESKİŞEHİR 37,57 83,65 0,62 -3,5 29,3 370 0 

GAZİANTEP 1,77 92,05 0,47 -0,8 35,3 552,7 0 

GİRESUN 37,96 80,20 0,58 4,4 26,5 1266 1 

GÜMÜŞHANE 32,24 52,17 0,53 -5,7 28,7 461,3 0 

HAKKARİ 5,40 86,50 0,33 -8,1 30,9 781,3 0 

HATAY 0,77 92,30 0,44 4,7 32 1128,9 1 

ISPARTA 16,12 65,50 0,67 -1,8 30,5 545,4 1 

MERSİN 11,22 94,16 0,48 6,3 31,5 588,4 1 

İSTANBUL 0,25 99,49 0,65 3,1 26,8 813,2 0 

İZMİR 2,41 85,74 0,60 5,9 33,2 690,3 0 

KARS 0,92 -71,02 0,38 -16 26,2 499,3 1 

KASTAMONU 20,62 40,77 0,57 -4,3 28 485,2 1 
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KAYSERİ 37,21 78,23 0,55 -6,8 30,8 388,6 0 

KIRKLARELİ 0,83 58,82 0,58 0 30,5 570,2 0 

KIRŞEHİR 40,54 31,74 0,59 -4,1 29,7 379,9 0 

KOCAELİ 15,50 93,72 0,59 3,3 29,6 809,3 0 

KONYA 30,09 64,10 0,62 -3,9 30,2 318,7 1 

KÜTAHYA 14,19 68,37 0,65 -3,2 28,5 560,3 1 

MALATYA 44,26 76,35 0,52 -3 34 382,6 1 

MANİSA 4,50 83,97 0,58 3,1 34,9 730,1 1 

KAHRAMANMARAŞ 12,52 84,38 0,53 1,3 35,9 732,1 1 

MARDİN 2,38 89,16 0,29 0,5 34,9 666,4 1 

MUĞLA 17,33 77,34 0,54 1,6 33,6 1169,4 0 

MUŞ 15,88 23,20 0,28 -11,1 33 762,7 1 

NEVŞEHİR 24,41 73,47 0,56 -3,8 28,4 415,2 1 

NİĞDE 32,65 58,95 0,53 -4,5 29,4 336,4 0 

ORDU 38,88 83,05 0,51 3,8 27,3 1035,1 1 

RİZE 0,00 93,18 0,63 3,5 26,6 2245,3 0 

SAKARYA 0,16 83,58 0,67 2,9 29,4 834,6 0 

SAMSUN 8,14 76,93 0,57 3,9 27 706,3 1 

SİİRT 15,13 93,70 0,42 -0,6 37,1 716,3 0 

SİNOP 39,49 52,79 0,63 4,2 26,2 676 0 

SİVAS 38,46 55,73 0,56 -7 28,5 432,3 1 

TEKİRDAĞ 0,02 85,29 0,58 2,1 28,1 589,1 0 

TOKAT 13,10 59,30 0,56 -1,7 29,6 432,4 1 

TRABZON 0,00 83,62 0,60 4,4 26,8 810,2 1 

TUNCELİ 51,16 64,35 0,45 -5,7 35,2 792,7 0 

ŞANLIURFA 14,92 87,04 0,35 2,2 38,7 458,4 1 

UŞAK 0,71 59,30 0,65 -1,2 30,6 544,5 1 

VAN 32,96 85,17 0,37 -7,7 28,2 387,4 1 

YOZGAT 27,11 44,98 0,49 -5,2 26,5 578,7 1 

ZONGULDAK 3,08 88,36 0,55 3,4 25,3 1216,8 0 

AKSARAY 34,99 49,29 0,51 -3,6 30,5 345,7 1 

BAYBURT 21,89 -7,92 0,54 -10,8 27,4 438,3 0 

KARAMAN 8,10 73,68 0,59 -3,8 31,1 329,4 1 

KIRIKKALE 41,38 77,35 0,63 -2,9 31 382,6 0 

BATMAN 0,94 90,82 0,32 -1,5 39,4 488,8 0 

ŞIRNAK 4,89 92,90 0,32 -1,1 33,3 683,7 0 

BARTIN  0,00 73,83 0,56 0,3 28,2 1040,5 0 

ARDAHAN 28,45 -208,96 0,35 -17 24,4 554,1 1 

IĞDIR 6,37 45,53 0,36 -8,1 33,2 256 0 

YALOVA 37,88 95,33 0,62 3,3 28,7 748,7 0 

KARABÜK 43,05 81,73 0,63 -0,5 32,5 489,8 0 

KİLİS 9,50 94,28 0,40 2,2 36,2 494,6 0 

OSMANİYE 0,85 87,34 0,41 3,4 34,2 834,8 0 

DÜZCE 0,00 85,41 0,53 0,4 29 822,1 0 

In the fourth stage of study, when selection problem of facility place for beef farming is solved with the help of Visual 
Promethee package program, it was seen that Yalova is the first, Kars was the last. The results are shown in Table 4. 

Table 4: Sequencing Results Calculated by PROMETHEE  

Provinces Phi Phi+ Phi- 

YALOVA 0,6341 0,7604 0,1263 

BURSA 0,4783 0,6800 0,2018 

MERSİN 0,4560 0,6696 0,2136 

ANKARA 0,4420 0,6623 0,2203 

GİRESUN 0,4355 0,6590 0,2235 
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ORDU 0,4350 0,6591 0,2241 

KOCAELİ 0,4069 0,6464 0,2395 

ANTALYA 0,4061 0,6464 0,2403 

SİİRT 0,3168 0,6023 0,2855 

KİLİS 0,2764 0,5819 0,3055 

KARABÜK 0,2701 0,5776 0,3075 

VAN 0,2636 0,5736 0,3100 

HATAY 0,2528 0,5680 0,3153 

ŞANLIURFA 0,2499 0,5664 0,3165 

İSTANBUL 0,2483 0,5676 0,3194 

MALATYA 0,2324 0,5576 0,3253 

KAHRAMANMARAŞ 0,2199 0,5510 0,3311 

ESKİŞEHİR 0,2151 0,5509 0,3358 

ARTVİN 0,1756 0,5304 0,3548 

KIRIKKALE 0,1744 0,5294 0,3550 

MARDİN 0,1689 0,5263 0,3574 

ZONGULDAK 0,1656 0,5261 0,3605 

RİZE 0,1649 0,5201 0,3553 

MANİSA 0,1530 0,5178 0,3648 

ŞIRNAK 0,1359 0,5116 0,3758 

ADANA 0,1136 0,5005 0,3869 

BİLECİK 0,1121 0,4986 0,3865 

İZMİR 0,1011 0,4939 0,3928 

KAYSERİ 0,0796 0,4831 0,4035 

SAMSUN 0,0760 0,4793 0,4033 

MUĞLA 0,0750 0,4810 0,4060 

TUNCELİ 0,0720 0,4799 0,4079 

OSMANİYE 0,0685 0,4781 0,4096 

GAZİANTEP 0,0546 0,4710 0,4164 

NEVŞEHİR 0,0445 0,4635 0,4190 

TRABZON 0,0347 0,4538 0,4190 

HAKKARİ 0,0160 0,4519 0,4359 

BATMAN 0,0069 0,4471 0,4403 

ISPARTA 0,0063 0,4448 0,4385 

SİNOP -0,0014 0,4419 0,4433 

KONYA -0,0025 0,4400 0,4425 

DENİZLİ -0,0128 0,4345 0,4473 

BİTLİS -0,0136 0,4369 0,4505 

ELAZIĞ -0,0145 0,4344 0,4489 

KÜTAHYA -0,0199 0,4315 0,4514 

SİVAS -0,0335 0,4245 0,4580 

ÇORUM -0,0366 0,4235 0,4601 

ADIYAMAN -0,0479 0,4194 0,4673 

SAKARYA -0,0651 0,4111 0,4763 

DÜZCE -0,0688 0,4039 0,4726 

TEKİRDAĞ -0,0724 0,4071 0,4795 

DİYARBAKIR -0,0726 0,4051 0,4778 

ÇANAKKALE -0,0768 0,4025 0,4793 
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AYDIN -0,0986 0,3921 0,4908 

KARAMAN -0,1173 0,3823 0,4995 

ERZİNCAN -0,1210 0,3808 0,5018 

AKSARAY -0,1520 0,3656 0,5176 

AFYONKARAHİSAR -0,1535 0,3638 0,5173 

TOKAT -0,1573 0,3600 0,5173 

ÇANKIRI -0,1785 0,3520 0,5305 

BALIKESİR -0,1970 0,3420 0,5390 

NİĞDE -0,1990 0,3436 0,5426 

YOZGAT -0,2009 0,3414 0,5423 

BİNGÖL -0,2126 0,3374 0,5500 

AMASYA -0,2253 0,3283 0,5535 

AĞRI -0,2289 0,3274 0,5563 

KIRŞEHİR -0,2431 0,3214 0,5645 

KASTAMONU -0,2480 0,3173 0,5653 

GÜMÜŞHANE -0,2610 0,3126 0,5736 

BARTIN -0,2641 0,3064 0,5705 

BOLU -0,2673 0,3103 0,5775 

UŞAK -0,2851 0,2963 0,5814 

ERZURUM -0,3076 0,2873 0,5949 

ARDAHAN -0,3371 0,2729 0,6100 

MUŞ -0,3519 0,2659 0,6178 

EDİRNE -0,3864 0,2501 0,6365 

KIRKLARELİ -0,4244 0,2311 0,6555 

BURDUR -0,4365 0,2230 0,6595 

BAYBURT -0,4620 0,2125 0,6745 

IĞDIR -0,5860 0,1509 0,7369 

KARS -0,6233 0,1300 0,7533 

4. CONCLUSION 

Manufacturers in the livestock sector live problems such as inefficiency, inadequate use of technology, unconsciousness in 
union or cooperative style organization, and disconnection from the market as it is in many other sectors. 

The productivity and profit increase which are main objectives of the animal husbandry will increase depending on the 
correct selection of the facility place of the enterprises. According to traditional methods, there are many problems in 
control and reduction of costs due to high investment, operating costs and labor demands in agricultural holdings in cattle 
feeding which are carried out in closed system stalls (Toker et al., 2010). 

In this study, AHP and Promethee methods of multi criteria decision making methods were used for choosing beef farming 
place. For selection; seven criteria were defined as feed plant area percentages, percentage of demand of meat, city 
development index, average minimum temperature, average maximum temperature, annual rainfall quantity, grant 
supports. It is aimed that to select the correct criteria for the beef farming place, to find the weights of these selected 
criteria, and to determine the preference functions of the found weights were performed with Visual Promethee program. 

As a result of the evaluations, it was determined that preference of Yalova province is suitable for the selection of the place. 
The province of Kars should be the last one to be preferred. 

When the top ten provinces in the list are evaluated, it is seen that they are the ones in Marmara, Mediterranean, Black 
Sea, Central Anatolia and Southeastern Anatolia regions in Turkey. These five regions are emerging as priority regions for 
the establishment of a new district. 
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ABSTRACT  
Cybersecurity is one of the most important areas which aims to protect computers or computer systems, networks, programs and data 
from an attack such as; financial systems, biometric security systems, military systems, personal information security etc. Nowadays, there 
are a lot of rule-based phishing detection systems which are created to help people who can't understand which URL is real and which one 
is fake URL address. This paper proposes a method with supervised machine learning that classifies the URLs to legitimate and phishing. By 
using support vector machine (SVM) classification, a machine-learning algorithm, with an MATLAB-based computer program to give a 
warning message to the users about the reliability of the web page. In this paper, phishing detection system is implemented with SVM to 
avoid the internet users from becoming a victim of phishers to do not lose financial and personal information. 
 

Keywords: Cyber security, phishing, machine learning, support vector machine, matlab 
 

 

1. INTRODUCTION  

In this fast growing modern technology driven world, the internet is one of the most important technology not only for 
individual users but also for organizations that have an online business. Most the organizations have an online business 
such as sales of product and services (Liu & Ye, 2001). This may put internet users to different types of risks which may 
result in loss of private information, identity theft, and financial losses (Abdelhamid, Ayesh, & Thabtah, 2014). Phishing is a 
method to deceive end-users to visit fraudulent web pages which have an almost same look and feel of the trusted web 
pages with the aim to steal personal and financial information. The information gained from the user such as usernames, 
passwords, social security numbers, and bank account details will give the attacker the ability, to imitate the victim and 
make financial transactions and put the victim in financial and emotional losses.  

According to Anti-Phishing Working Group (APWG) report, In 2016 the total number of phishing attacks were 1,220,523 
which show  65% increase over 2015 (Anti-Phishing Working Group, 2017). These websites can trap a lot of users and 
mislead them to expose their sensitive information, mainly the users who have less awareness about the safe usage of 
internet and do not inspect the web pages before exposing their personal information.  

In this paper, we focused on web pages which have phishing URL address. Phishing is one of the major security issues in the 
modern technological world where all the information is in electronic format.  To illustrate, if the user may not understand 
a phishing web page, the user may victimized of fraudulent act of phishing and phisher can have access to the bank account 
of the user and can withdraw money or the best case scenario is, if the phisher could not withdraw money at least he or she 
will have access to some valuable information of the victim.  

Remaining parts of the paper is organized into the following sections. Section 2 explains a brief survey of the literature 
review. In Section 3, we present the features, SVM machine learning algorithm, and methodology. Section 4 highlights the 
finding and discussion. Finally, we conclude our paper in Section 5. 
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2. LITERATURE REVIEW  

Numerous researchers have researched to eliminate phishing and guard online users against deceiving, but very few of 
these researchers are focusing on web page phishing detection. This section presents an outline of phishing detection 
methods. Broadly phishing detection is categorized into two, the first one is user education based and the second one is 
software based. Furthermore, the software based phishing detection is categorized into blacklist (heuristic), machine 
learning, and visual similarity. Machine learning methods utilize the features that are both common to phishing web pages 
and legitimate web pages such as length of the URL, Number of dots in the URL, At “@” symbol in URL, etc. In heuristic 
approach, the web page is considered as phishing if it matches the rules defined by the heuristic (Xiang, Hong, Rose, & 
Cranor, 2011). The drawbacks of phishing detection based on visual similarity and blacklist are, that they usually do not 
detect new phishing attack web pages(zero hour attack) (Jain & Gupta, 2016). 

(Zhang, Hong, & Cranor, 2007) introduced CANTINA which is content-based approach and to reduce false positive rate 
some heuristics are also introduced.  

3. DATA AND METHODOLOGY 

Firstly, we create a dataset which consists of Phishing URLs have been taken from PhishTank (Phishtank) and for Non-
Phishing URLs, the browsing history has been used. 

Secondly, we defined the most known features in literature that are extracted from the dataset. These features are 
described as follows. 

1- Long URL: Phishers are using long URLs to hide mistrustful parts in the address bar.  

2- Dots: A legitimate URL can contain at most 5 dots. If a web page contains more than 5 dots it may be considered 
as phishing URL. For example, the following URL is considered as phishing because it contents more than five dots 
http://forccis.com.br/audit.com.verification.filling.information.ub/w2-form/ (Phishtank) 

3- IP Address: IP addresses can be used instead of Fully Qualified Domain Name (FQDN). For example 
http://81.31.25.201/ok/rmf/pessoafisica.php (Phishtank). For security reasons legitimate websites do not use this 
method so if an IP Address exists in a web page link, it is declared as phishing. This features can be demonstrated 
as an important phishing detection feature because the online availability of phishing websites are few days. 

4- SSL Connection: In general, web pages that have SSL Connection(HTTPS) can be considered non-phishing.   

5- At (@) Symbol: Phishers may use @ symbol to give the impression of a legitimate internet address. Using @ 
symbol in the URL ignores whatever is there before @. This allows the phishers to write a legitimate URL before 
@ and hide the fraudulent part of the URL, for example,  
https://mail.google.com/mail/@http://www.phish1.com. Therefore if URL contains @ symbol it is considered as 
phishing. 

6- Dash (-) symbol:  The dash symbol is not commonly used in legitimate URLs.  Phishers are adding suffix or prefix 
separated by dash (-) symbol to misguide the user about the originality of the web page, for example, 
http://appleid-icloud.in (Phishtank) is considered as phishing web page. 

Innumerable real-world learning tasks have solved successfully by using support vector machine (SVM) that is machine 
learning algorithm developed by Vapnik (Cortes & Vapnik, 1995). In this study, binary classification has been used because 
we have had two different types of URLs phishing or non-phishing. Proposed algorithm in this paper is presented in Figure1.  

Figure 1: The Design of Phishing Detection System 

 

http://forccis.com.br/audit.com.verification.filling.information.ub/w2-form/
http://81.31.25.201/ok/rmf/pessoafisica.php
https://mail.google.com/mail/@http:/www.phish1.com
http://appleid-icloud.in/
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Figure1 represents the design of our system which is demonstrated as follows.  

1) Phishing URLs have been taken from PhishTank (Phishtank) and for Non-Phishing URLs, the browsing history 
has been used. 

2) In feature selection, six features which are URL length, the number of dots, ipAddress, SSL connection, at 
symbol(@), dash symbol(-) have been selected. 

3) The selected features extracted from the dataset. 

4) In training, SVM is trained via above-extracted features.  

5) URLs which are not included in the training dataset are given to SVM classifier for testing.  

6) SVM classifier returns either an URL is phishing or non-phishing. The confusion matrix for phishing detection 
can be seen in Table 1 (Fang, Koceja, Zhan, Dozier, & Dipankar, 2012) 

Table 1: The Confusion Matrix for Phishing Detection 

 DP DNP 

AP TP FN 

ANP FP TN 

 AP: Actual Phishing 

 ANP: Actual Non-Phishing 

 DP: Detected as Phishing 

 DNP: Detected as Non-Phishing 

 TP: True Positive 

 TN: True Negative 

 FP: False Positive 

 FN: False Negative 

4. FINDINGS AND DISCUSSIONS 

The algorithm presented in the study is implemented using MATLAB programming language. The output of the system is 
given in Table 2.  

Table 2: Output of the System 

 DP DNP 

AP 22 3 

ANP  2 73 

Results in Table2 shows that the percentage of detected as phishing to the actual phishing is 88 % while the percentage of 
detected as non-phishing to the actual phishing is 12 %. Similarly, the percentage of detected as phishing to the actual non-
phishing is 0.02 % while the percentage of detected as non-phishing to the actual non-phishing is 97 %.  

Table 3: Performance Measurement 

Measure Formula Result(%) 

Accuracy (TP+TN) / (TP+FP+FN+TN) 95 

Recall TP/(TP+FN) 88 

Precision TP/(TP+FP) 91,66 

F1 score 2TP/(2TP+FP+FN) 89,79 

Accuracy, recall, precision and f1 score are used for performance measurement (Shouval, Bondi, Mishan, Shimoni, Unger, & 
Nagler, 2014). The performance measurement of our system is shown in Table3. As it can be seen that accuracy, recall, 
precision and f1 score rates are 95 %, 88 %, 91.66 % and 89.79 % respectively. In this paper, by decreasing the number of 
features to 6 we have been able to achieve approximate accuracy to the study of (Akanbi, Amiri, & Fezaldehkordi, 
2015)which has been obtained using 9 features. Despite the fact that we have decreased the number of features, our 
system produces promising results.  

5. CONCLUSION 

In this paper, the method that provides a detection system to prevent the users from being a phishing victim is presented. 
The first dataset has been created using Phishtank for phishing URLs and non-phishing URLs have been taken from browser 
history. Specified features are extracted from the training dataset and used for classification of URLs to phishing and non-
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phishing.  By using SVM classification algorithm, phishing URLs are detected. This method can detect phishing URLs but 
sometimes when the URL contains a feature which is not available in our features, the system gives the wrong result. 
Furthermore, features can be changed and affect the result according to URLs, therefore features must be defined 
dynamically. In future work, dynamically selecting the best features can be handled using a deep learning algorithm to get 
more accurate results. 
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ABSTRACT  
The therapeutic utility of certain Auger emitters such as iodine-125 depends on their position within the cell nucleus. Or diagnostically, 
and to maintain as low as possible cell damage, it is preferable to have radionuclide localized outside the cell or at least the core. One 
solution to this problem is to consider markers capable of conveying anticancer drugs to the tumor site regardless of their location within 
the human body. The objective of this study is to simulate the impact of a complex such as bleomycin on single and double strand breaks 
in the DNA molecule. Indeed, this simulation consists of the following transactions: Construction of BLM -Fe- DNA complex, simulation of 
the electron’s transport from the metastable state excitation of Fe 57 by the Monte Carlo method, treatment of chemical reactions in 
the considered environment by the diffusion equation. For physical, physico-chemical and finally chemical steps, the geometry of the 
complex is considered as a sphere of 50 nm centered on the binding site , and the mathematical method used is called  step by step 
based on Monte Carlo codes. 
________________________________________________________________________________________________________________ 
 

1. INTRODUCTION  

The toxicity of Auger emitters, such as iodine-125 is dependent on their position within the cell nucleus [1]. Thus, to reach 
the tumor cells, targeting agents that connect selectively to the double helix of the DNA molecule is used [2]. This is the 
case of bleomycin associated with a metal and an oxidant will be able to catalyze DNA strand breaks [3]. 

Indeed, the complex (HOO-Fe (III) BLM) said “activated bleomycin” is responsible for strand breaks induced on sites 
guanine-cytosine and / or guanine-thymine. In addition, it is postulated that this complex is the only active compound in 
vivo [4], which justifies the appropriateness of this study to compare the results obtained with those deduced from the 
radio-induced damage simulation by the disintegration of iodine 125 situated in chromosomal fiber [1].  

The rest of this paper is organized as follows. In section 2 and 3 we introduce the problem position and the mathematical 
models used respectively. In section 4 presents the data used to solve the problem. The application, results and 
discussion are the aim of the sections 5 and 6. Finally, in the last section we present our conclusion and potential future 
work. 

2. PROBLEM POSITION  

To simulate the primary physical processes relative to a passage of an ionizing radiation through a biological medium; the 
Monte Carlo method of the type step by step which aims to reproduce the randomness of interactions [5] is used. Thus, 
software for tracing the full path target of an incident electron and secondary created through a DNA are developed. This 
work is firstly to be considered as a sequence of events leading to breakage of the strand as shown in Figure 1, and also to 
develop codes based on the excitation of the iron 57 incorporated in the DNA molecule. Indeed, this radionuclide emits 
by de-excitations a series of low-energy electrons, causing damage near to the site of decay. To reduce the computation 
time associated with the stochastic approach, we simulate the indirect effect of de-excitations through the diffusion 
equation [6-7].  
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Figure 1: Sequence of Events Leading to Strand Breaks 

 
3. MATIMATICAL MODELS  

3.1. Stochastic Model of Monte Carlo  

The Monte Carlo method of the type step by step is adapted perfectly to the study of the physical and physic-chemical 
evaluation phases of the energy deposited in the target volume, to the extent that we consider the path λ that an 
electron can traverse in a heterogeneous milieu and the probability of interaction with a given entity. 

                                                        (1) 

 )(E   is the range and is given by the relation: 
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During simulation, the point of interaction being fixed, we will have an interaction with the i component if i verifies: 
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 and the interaction will be of the type j on the i component if j verifies: 
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R1 and R2 are arbitrary numbers equally distributed between 0 and 1. 

At the end of the physical stage (10
-15

 Second) the irradiated molecules are in an excited or ionized state [7] whose fate is 
drawn by probabilities indicated above. 

at 10
-12

 second, the electronic trace produced, in its neighbor, the chemical species such as : 
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With regard to, the cross sections of biological interest molecules [8], we adopted the correction introduced by Laverne 
and Pimblott [9]. 
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Where DNAA
and waterA

are respectively the molar masses of the DNA and water. 

Each atom of the DNA is differentiated from the other atoms by introduction of an empirical grandeur known as ray of 

Van Der Waals (RVDW). The total cross section i of an atom of  VDW RVDW’s ray is written: 

                  xater

water

Base

Base

i

VDW

i

VDW
i

A

A

R

R
E 


)(                          (8) 

Thus, we exploited the rays of VDW presented by Burkert [10] for the simulation of the electrons transport in the 
biological environment. 

3.2. Diffusion Equation  

To reduce the calculating time machine, relating to the study of the chemical phase, we chose a deterministic approach 
based on the resolution of the diffusion equation [ 11 ].   
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jllj CCk represent respectively the production of species i following the dissociation of w, and the reaction of 

the species l with the species j. ii Ck and  
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3.2.1 Discretizing the Diffusion Equation 

To solve the equation (9), it is necessary to discretize it, that is to say, to replace it by simple algebraic equations 
expressing the same physical information that can be solved numerically. For this, converts the equation (9) in an integral 
equation by applying the weighted residuals method: 

    



dXdYdZdttZYXWFCDdXdYdZdttZYXW

t

C
ii

i ),,,(),,,( 2     (11) 

The choice of the test function W (X, Y, Z, t), and integration of equation (11) cause algebraic equations such that the 
concentration Ci in a point P (CiP noted), the center of a elementary volume within the computational domain, is 
connected to those of the points E, W, R, Q, S, and N center of neighboring elementary volumes considered (Figure 2). 

Figure 2: Immediate Neighboring of an Elementary Volume Inside the Three-Dimensional Grid 

 

To access this formulation we have used the continuous finite element method [12], [13] and the method of centered 
differences [10]. Thus, the explicit method can replace the equation (11) by the following algebraic equation: 

APCiP = AECiE + AWCiW + ARCiR + AQCiQ + ASCiS + ANCiN + K   (12) 

3.2.2. Calculation of Equation (12) Coefficients  

For a point P situated inside the three-dimensional grid, integrating (11) on the following ranges: 
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 provides the coefficients AP, AE, AW, AR, AQ, AS, AN and K relating to the equation (12) and whose values: 
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ΔX , ΔY, ΔZ are spaces step in the three directions of the three-dimensional grid. 

Δt is the time after which the changes in the concentration of a given radiolytic species are evaluated. The boundary 
conditions on the extreme points of the domain used to associate their coefficients whose value varies according to the 
position of the elementary considered volume [10]. Following integration of equation (11) on all the elementary volumes 
of space concentrations, we obtain another matrix system by block, whose resolution by the method of generalized 
Thomas matrix calculation (called TDMA) is immediate [14]. Also, we give a detailed attention to the calculation of the 

space step x whose value is reported with the temporal step t  to ensure the stability of the solutions of the equation 

of diffusion, to respect the electronic balance of the milieu as much as that are possible. This relation uses the constant of 

diffusion D of the fastest particle  

aqH .                                      
  tDx  .4

2

                                     (13)  

4. DATA OF THE PROBLEM TO BE TREATED 

4.1. BLM-Fe-DNA Complex 

It is with regard to the DNA molecule, an octamer  histonnes which may be considered as a kind of bobbin around which 
have two supercoils of a left DNA’s  supercoiled. The whole forms a disc diameter of about 110 Å, 57 Å of thickness, and 
average step (step between two successive turns 27-28Å) [8] and [9]. Bleomycin was built of bioplymer module molecular 
modeling software MSI, and iron was added and conformation of bleomycin modified to fulfill with the distances and 
angles listed in Table 1. The entire complex was then minimized by applying the algorithm of maximum slope and the 
conjugates gradients to keep geometry similar to that taken as a reference [10]. The iron atom is then excited to cause a 
jet of Auger electrons and increase the effectiveness of bleomycin in terms of single and double strand breaks (CDB and 
CSB) of the DNA molecule. It's called the Mossbauer Effect and Nuclear Resonance Gama (RGN).  

Table 1: Parameters Used for the Minimization of BLM-Fe-DNA Complex 

Total  atoms Number 16302 

Van Der Waals Truncation (VDW) 15Å 

Minimization algorithm Greater slope (500 steps) 
Conjugate Gradient (2000 steps) 

convergence criterion RMS=24 kcal mol-1Å-1 

Initial potential energy 6 106 kcal mol-1 

Final potential energy 62400 kcal mol-1 

Time calculation machin 1 Day 

4.2. Total and Differential Effective Sections. 

The total and differential effective sections are given in the form of curves which can be seen in figures 3 and 4. Indeed, 
the effective sections are calculated here according to the energy of the electrons emitted by 57mFe de-excitation. This 
energy range of 10eV to 100 eV. 
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Figure 3: Total atomic cross sections                                              Figure 4. Echontionnage of the differentia cross between 
10 and 1000 eV                                                                         section l as a function of energy 

 

4.3. The 57mFe De-excitation Spectra  

The 57mFe de-excitation spectra are those obtained by Charlton [11] and Pomplun [12]. For both cases we have retained 
the part of the spectrum where the energy of the emitted electrons is between 1 eV and 100eV.  

4.4. Coefficients of Diffusion and Chemical Reactions. 

The created radiolitic species diffuse and react with molecules of biological interest. The values of the coefficients of 
diffusion and reaction rate constants are those given by Vrigneaud [10]. 

5. PUTTING IN COMPUTER FORM  

The simulation of the diffusion and reaction processes of the radiolytic species until a time noted tmax is given by the 
flowchart in [1]. Indeed, a main program based upon three subroutines of space discretization, calculation of the 
concentrations and the radiochemical yields, and the system compression is developed.  It is useful to note that the 
adoption of a logarithmic temporal step Δt is in adequacy, on the one hand with the taking in consideration of the whole 
of the chemical reactions of the radiolytic species at the beginning of the chemical phase, and on the other hand with the 

evolution of the species having the greatest constant of diffusion (


aqH ) at the end of the this same stage. Thus, to the 

injection of a temporal step Δt corresponds the calculation of the equation coefficients (12) to the level of all elementary 
volumes constituent the three-dimensional grid and consequently the concentrations of all the species; this enables us to 

deduce the yields by using the equation (14). In our case,  iN  was defined by the following relation:          

   3.,,, xtmlkCN
k l m

ii 







                           (14) 

When the computer system reaches its limits of managing different files, it uses the compression subroutine that 
recalculates the appropriate spatial step ∆x and deduces ∆t that need to inject. It is true that this procedure leads to an 
inaccuracy in the spatial location of the particles in question, but has the advantage of being able to continue our 
calculations until a time tmax 

6. RESULT AND DISCUSSION 

The choice of the spatial step ∆x depends on the value of the temporal step ∆t and therefore by accuracy and stability of 
the solutions of the diffusion equation (12).  

The spatial discretization subroutine calculates the optimum step space from the Cartesian coordinates of the various 
radiolytic species from the physical and physico-chemical phases and deduces the initial concentrations at time 10

-12
 s. To 

illustrate the importance of the finesse in solving the diffusion equation, we present in Figures 5, 6 and 7 radiochemical 

yields of major radiolytic species (OH, 


aqe  , H) and for ∆x = 10 Å , ∆t = {10
-10

 sec; 10
-11

 s; 10
-12

 s}. 
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 When ∆t = 10
-10

 s, the relation (13) does not hold, and thus the yields are oscillating curves without any possible meaning 
to be interpreted. For ∆t = 10

-11
 s, the relation (13) holds, however the yields are fairly flat. The temporal step is too large, 

which results in the failure to take into account a number of reactions. Finally, when ∆t = 10
-12

 s, the yields obtained are 
comparable to those obtained from other models (Vrigneaud 2000). To optimize machine time calculation, we adopted a 
logarithmic time step in line with the process of diffusion and reaction of radiolytic species. In figure 8, it can be seen, for 



aqe   a clear concordance between our results (they have been derived based on the spectra Pomplun et al (1987) or 

Charlton and Humm (1985)) with those of Vriggneaud [10]. It is clear that the spectrum of Pomplun led to the formation 

of more of 


aqe   because of the electrons number of very low energy that it contains.   

The yields obtained from the deterministic method are comparable to those deduced from the stochastic model taking 
into account the statistical fluctuation (Figure 9). Besides this similarity between results (yields) from the two approaches 
is confirmed when calculating simple and double strand breaks in the DNA molecule. Indeed, Figures 10 and 11 show the 
same tendency to increase when the energy of the electrons from the de-excitation of 57mFe increases. 

Figure 5: Radiochemical yields of OH, H and 


aqe  according to the time for an electron incident 700 eV in liquid water  

(∆t = 10
-10

 s). 
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Figure 6: Radiochemical yields of OH, H and 



aqe
 according to the time for an electron incident 

700 eV in liquid water (∆t = 10-11 s). 
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Figure 7: Radiochemical yields of OH, H and 



aqe
 according to the time for an incident electron of  

700 eV in liquid water (∆t = 10-12 s). 
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Figure 8: Comparison of yields 



aqe
 with other models
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Figure 9: Variation of G (



aqe
) as a function of time
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Figure 10: Yield of simple-stranded breaks according to the energy of emitted electrons by the excitation of 57mFe
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Figure 11: Yield of double strand breaks as according to the energy of emitted electrons by the excitation of 57mFe 
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7. CONCLUSION 

Through the data necessary for the simulation of damage radiation induced by electrons after the de-excitation of the 
iron 57 to the DNA molecule through the diffusion equation, we can notice that: 

 Our results are comparable to those obtained by the Monte Carlo method of type step by step. Furthermore, we show 
the inefficiency of analytical methods in the time interval [10

-12
s, 10

-6
s] where the concentrations of radiolytic species are 

very unstable because of the numerous chemical reactions between radicals and subunits of DNA molecule.  The 
developed software programs are powerful enough to the extent where we can integrate multiple parameters that can 
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affect the performance of breakages caused to the DNA molecule. Indeed, it may include several 57mFe sources for 
irradiating one or more cells. 
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ABSTRACT  
Organizations usually apply classical methods of employee performance evaluation. In this classical system, employee performance 
depends on work results, and it is evaluated only as success or failure in job behaviors. The non-classical performance evaluation methods 
such as fuzzy logic may mainly be used to many forms of decision-making including artificial intelligence systems. This research proposes a 
new employee performance evaluation method based on fuzzy logic systems. The process of performance measurement for evaluating the 
effectiveness, efficiency, and productivity of employees encompasses data collection, data design, and data analysis stages and it involves a 
level of uncertainty associated with performance measures. In evaluating employee performance, it usually involves granting numerical 
values or linguistic labels to employee performance in the organization. The scores accorded by the appraisers are only approximations, 
which are then, used to represent each employee’s achievement by reasoning incorporated in the computational methods. In this paper, 
the fuzzy logic theory approach is used to represent the uncertainty caused by performance measures during its design, use and analysis 
stages. This research seeks to describe and execute the fuzzy logic theory approach for decision making in the employee performance 
appraisal process. Finally, reasoning based on fuzzy logic theory provides an alternative way in dealing with imprecise data, which is often 
reflected in the way humans think and make judgments in real life. 
 
Keywords: Performance management, performance appraisal, performance tracking, evaluation parameters, performance measurement. 
 
 

 

1. INTRODUCTION  

The evaluation of employees in the organization is the appraisal of the extent to which the employees have met their 
professional obligations with regard to organizational goals and objectives. The process of performance appraisal is a 
structured interaction between superiors and their subordinates in the organization. The work performance of the 
subordinates is usually considered and discussed by the process of embracing a periodic and systematic interview. As an 
instrument creating competitive advantages amongst employees, performance appraisal system is mostly used by 
organization management to evaluate the management of the effectiveness, efficiency, and productivity of employees 
within the organization. In the modern organizations, each employee is evaluated through a performance appraisal system 
that is designed to be a systematic annual process which involves evaluating employee’s set targets, perceived behavior 
evaluation, and work achievement during the annual evaluation. This evaluation may be considered by the organization 
management in making decisions with respect to appointments, salary and any other purposes where an employee's 
performance may be a relevant consideration. Therefore, systematic performance appraisal and ranking of employees 
applying for evaluation and promotion is important in strategic human resource management. Performing performance 
appraisal of employees with skills and expertise in relation to a specific position is an important task for managing an 
organization's human resource information system. Superiors within organizations are concerned with performance 
appraisal, recognition decisions, and evaluations that they have to make on their subordinates. Nevertheless, subordinates 
in organizations increasingly realize the importance of performance appraisal system, which is affecting their rewards and 
future career path in the business domain. Global knowledge-based economy reminds all organizations of the importance 
of maintaining their highly skilled and talented knowledge employees (Moon et al., 2007). 

Organization management essentially needs to discover, evaluate and promote qualified employees because valuable 
human skill and expertise are the main sources of competitive advantage for organizations. Thus, the creation of 

mailto:cemalardil@mail.com
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performance evaluation criteria is an important requirement towards performance appraisal in organizations. The 
performance evaluation criteria also ensure fairness, objectivity, and transparency since appraisers determine the metrics 
of performance evaluation and the weighting among the metrics before aggregating the appraisal scores to determine the 
ranking of each subordinate in the organization. Superiors must objectively maintain a certain level of professional distance 
so that they can assign tasks, review and  evaluate employee performance without bias in the workplace. The performance 
appraisal mainly focuses on the integration and achievement of employee targets, behaviors, and performance at work in 
comparison to the goals of the organization. Performance appraisal procedure is periodically conducted within an 
organization to track and examine the work performance of subordinates so as to identify the strengths and weaknesses as 
well as opportunities for engagement and improvement among employees. As an employee development and coaching 
instrument for organization management, the performance appraisal results are then used to determine if a particular 
employee should be eventually terminated or reinforced to give an essential evaluation of an employee’s readiness for 
promotion and serving as the foundation for giving merit bonus. Thus, the employee ranking is determined by applying the 
fuzzy set operations and membership functions. In order to make the decision for the promotion rank of subordinates in 
the organization, it is proposed a fuzzy evaluation and ranking procedure in conjunction with integrated performance 
appraisal and promotion ranking system for organization management (Shaout and Al-Shammari, 1998).  

The fuzzy logic theory is based on the notion of relatively graded membership, as inspired by the processes of human 
perception and cognition. Following the awareness and understanding of the conceptual framework of fuzzy sets, and fuzzy 
logic theory, researchers from diverse fields, have increasingly applied the fuzzy logic theory to the performance appraisal 
process. Fuzzy logic theory presents proper ways of managing multiple variables that have imprecise data to apply fuzzy 
logic concept reasoning, which reflects the way of human thinking and inference mechanism of action. So far various 
studies have been largely conducted to improve the application of fuzzy logic theory in areas of performance appraisal and 
performance measurement. The fuzzy logic theory is highly suitable and applicable basis for developing knowledge-based 
systems in performance appraisal for tasks such as the selection of employees, the evaluation of various training methods, 
the team ranking, and the real-time monitoring of employees data. Performance appraisals are mainly used for judgmental 
and developmental purposes in order to make good administrative decisions (Schweiger and Sumners, 1994). 

Performance measures are meant to provide complete and precise information about an entity’s performance. 
Organizations usually rely on the appraisers' skills and expertise, when they are expected to supervise and make an 
accurate judgment of how well their subordinates have performed over a period of time. However, the process of 
performance appraisal is often flawed by the appraisers own biases and information-processing problems. Therefore, the 
evaluation process may be involved with information of uncertainty and subjectivity. The process of employee performance 
evaluation is usually involved with awarding numerical values or linguistic labels to employee performance. In most 
evaluations, these values and labels are used to represent the employee’s achievement by reasoning using computational 
methods. However, in the evaluation using the fuzzy logic method, the performance of the appraiser usually involves the 
measurement of ability, competence, job behaviors, and skills, which are fuzzy concepts that may be captured during the 
performance appraisal process (Shaout and Yousif, 2014).   

Therefore, in this paper, it is proposed a new fuzzy evaluation method using fuzzy rule approach in the multicriteria 
analysis, an application of fuzzy logic theory to decision making process in the domain of performance appraisal system. 
Consequently, the fuzzy logic theory approach can be implemented to handle the uncertainty information involved in 
employee performance evaluation in the organization. This paper is basically divided into four sections. First, the 
introduction describes the conceptual topic of this research paper. Second, some related works along with the approach 
and methods in this study were explained. The third section discusses the results of this study and the final section 
concludes the study. 

2. RELATED WORK AND BACKGROUND  

2.1. Performance Appraisal and Performance Management  

A performance appraisal, performance review, performance evaluation, or employee appraisal is an evaluation method by 
which the work performance of an employee is grounded and evaluated. Performance evaluation method and evaluation 
model have extensively been applied in many fields such as decision analysis, supporting system, and system engineering as 
well as in performance management. Performance appraisal is a formal performance management information system that 
ensures the evaluation of the quality of an employee’s performance in an organization. There are a vast number of 
applicable performance appraisal systems in organizations. Organizations use a variety of methods for evaluating employee 
performance. There are so many types of performance management methods, understanding how each of them works 
assists determine the proper one to use within an organization. Each type of performance management methods has 
benefits and drawbacks; however, an assessment of the workforce, management style, and business environment makes 
the decision easier for evaluators (Shaout and Trivedi, 2013). 
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Performance appraisal provides the means to evaluate an employee’s current and past performance relative to the 
employee’s performance standards in the organization. It is a systematic process which involves creating work standards, 
evaluate employees' actual performance relative to those work standards, and giving feedback to employees so as to 
motivate them to improve the job performance or to eliminate performance deficiency. Some potential aims of 
performance appraisal system might include identifying particular job behaviors, abilities or skills. Various appraisal 
methods including graphic rating scale, behavioral checklist, management-by-objectives, forced distribution, multi-rater 
feedback, performance ranking, combined manager-employee appraisal, work planning and review, trait scales, critical 
incident, narrative, and criteria-based and peer review have been proposed to evaluate the performance of an employee in 
organization (Venclová et al., 2013). 

As a consequence, with all the available applicable methods, it is crucially essential to understand that different 
organization might use different methods for assessing employees’ performance. Since all the aforementioned methods 
have their own advantages and disadvantages, most organizations might mix and match different methods for their own 
performance appraisal system that can realize their organizational needs. Performance appraisal system has already 
become one of the most valuable management instrument by which organization management use to achieve collective 
goals and objectives. In order to ensure that the results of the performance appraisals are useful and reasonable to the 
supervisor when evaluating their subordinates, the performance appraisal system should consistently produce reliable and 
valid results for the management of an organization. 

Table 1: Comparison between Performance Appraisal and Performance Management 

Performance Appraisal Performance Management 

top down assessment joint process through dialogue 

performed annually continuous reviews  

use of ratings  is very common use of ratings is less common 

linked to traits and characteristics linked to quantifiable objectives,values, and behaviors 

monolithic systems  flexible systems  

often linked to pay is not directly linked to pay 

rigid structure / system supple / flexible process 

operational strategic  

usually housed in the human resource department conducted by managers and supervisors 

individualistic holistic / collective 

quantitative approach combines qaulitative  and qualitative approaches 

retrospective for corrections prospective, future-oriented for growth 

not linked to business needs linked to business needs 

often linked to compensation not usually linked with compensation 

bureaucratic-complex paperworks / documents less concerned with documentation 

  

The contemporary organizations are experiencing a transformation for coping with the changing needs of the environment 
and excelling in the business for managing change proactively. The  performance appraisal system is no longer adequate the 
needs of the changing environment as it was an employee evaluation process in which the appraisers were impelled to 
make subjective decisions and judgments about job behaviors, and the performance of the employees against the 
predetermined job standards. Performance appraisal system exercises control and monitors the activities of the employees 
through disciplinary actions and management of rewards and promotions . As a result of the globalization of competitive 
business, and internationalization of human resources, the organizations have changed their focus from performance 
appraisals to performance management that focuses on observed job behaviors, and concrete results from the previously 
established strategic goals and objectives.  
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2.2. Fuzzy Logic Theory and Performance Management 

The fuzzy logic theory method has largely been applied to several performance appraisal systems. The fuzzy logic theory 
based multi-criteria assessment study in the group decision-making of promotion screening recommended that the 
methodology is a good model for a transparent and fair multi-criteria performance evaluation in military organizations 
(Moon et al., 2007). In many circumstances, the fuzzy set theory is successfully used to solve multiple criteria problems; 
appraiser tends to use vaguely defined qualitative criteria in evaluating the performance of subordinates (Jing, R.C et al., 
2007). When applying fuzzy set theory to fuzzy group decision support system, it assists the decision maker to make better 
decisions and recommendations under different circumstances and alternatives. The multifactorial evaluation model is 
proposed for the application of the fuzzy logic theory to a decision-making process in information, decision, and control 
systems. The reviewed works on fuzzy approach support the fuzzy logic theory as a conceptual framework for use in the 
development of the performance appraisal system because fuzzy logic theory allows performance appraisal system to be 
developed by using fuzzy variables and relationships (Moon et al., 2007). 

3. RESEARCH METHODOLOGY 

The decision making is a process of problem-solving that involves pursuing of goals under constraints, while the outcome is 
a decision that results in an action (Chan, D.C.K. et al., 2002). This difficult process is basically involved with incomplete and 
imprecise information subjectivity, and linguistics factors, which tend to be present to some degree (Gokmen et al, 2010). 
As knowledge involved in employee appraisal evaluation is approximate, and fuzzy logic theory is successfully used for 
approximate reasoning in such circumstances, its application becomes significant to manage the uncertainty in the 
evaluation system. In fuzzy logic applications, fuzzy reasoning resembles human decision making with an ability to generate 
precise solutions from certain or approximate information (Berenji and Khedkar, 1998). The advantage of fuzziness dealing 
with imprecision, vagueness, and uncertainty of human expressions fits ideally into decision-making systems modeled in 
the fuzzy logic theory (Garibaldi and Ifeachor, 1999). Fuzzy logic theory approach has extensively been used to evaluate 
many types of performances and comprehensive evaluations such as environmental evaluation, weather forecast, teaching 
evaluation, risk management, power generation, car retrieval system, marketing, finance, manufacturing, consumers, 
government and so on (Zeng and Feng, 2014). In accordance, this research is also concerned with the fuzzy logic theory 
which mainly aims to handle the uncertainty information and human-like reasoning and approached the domain problem in 
performance management. 

3.1. Fuzzy Logic Theory  

The  theory  of  fuzzy  sets,  whose  members  are  vague  objects,  was  introduced   to  model  uncertainty  in  subjective  
information and analysis of complex systems (Zadeh, 1965).  Crisp set of input data  is  generally received  in  terms  of  
linguistic  judgments and beliefs in natural language, which is then converted to the form of fuzzy sets in order to provide a  
base  for  logical  and  mathematical  reasoning in information, decision, and control systems (Zadeh, 1975).  A  fuzzy  set  is  
represented  by  a  membership  function  defined  on  the  universe  of  discourse, where the fuzzy variables are defined. 

Let X be a non-empty set, and fuzzy set A in X, the universal set, is characterized by μA ; its membership function described 
as 

 :         0,1A X                                                                                                                                                                      (1) 

where μA is interpreted as the degree of membership of element x in the fuzzy set A for each x ∈ X. [0,1] denotes the 
interval of real numbers from 0 to 1. Thus, the value 0 is used to represent complete non-membership, and the value 1 is 
used to represent membership fully, and values in between are used to represent intermediate membership degrees. The 
fuzzy set, A, is usually denoted by the set of pairs 

A= { x, μA (x)), x ∈ U }                                                                                                                                                                 (2) 

When U is a finite set {x1,...,xn}, the fuzzy set on U may also be represented as: 

A =
1

/ ( )A

n

i i

i

x x


                                                                                                                                                      (3)  

When U is an infinite set, the fuzzy set may be represented as  

A=  / A

x

x x .   

A fuzzy logic system with fuzzification, rule evaluation, and defuzzification parts as shown in Figure 1  can be defined as the 
nonlinear mapping of a crisp set of input data set to a scalar output data. 
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Figure 1: Fuzzy System Diagram 

  

 

 

  

 

1) Fuzzification (using membership function to graphically describe situation in environment, crisp set of input data are 
gathered and converted to a fuzzy data set using fuzzy linguistic variables, fuzzy linguistic terms and membership functions) 

2) Rule evaluation (application of fuzzy rules, an inference is made based on a set of rules)  

3) Defuzzification (obtaining output data or actual results, the resulting fuzzy output is mapped to a crisp output using the 
membership functions) 

Fuzzy set theory, which generally involves three phases of fuzzification, fuzzy inference, and defuzzification, provides a 
means to represent uncertainties, and deals with problems in a vague environment of perception of things and human 
thinking. The fuzzy logic theory has successfully been applied in various fields with keywords “performance,” “evaluation,” 
“severity,” “possibility,” “importance,” and “satisfaction,” but their meaning varies with the situations (Yadav and Singh, 
2011).  

A fuzzy set contains elements that have varying degrees of membership in the set. This fuzzy logic theory transforms 
linguistic variables into fuzzy sets to replace the crisp sets. The values of linguistic variables are not just numbers, but verbal 
variables  or sentences in a natural or artificial language. The fuzzy concept is very useful in complicated situations to be 
appropriately described by quantitative expressions.  

The membership states all information contained in a fuzzy set. Membership functions of fuzzy sets must be precisely 
defined in respect of function type and function parameters. Both the parameters and shape of the membership functions 
strongly influence the accuracy. The well-known membership functions are namely triangular, trapezoidal, and Gaussian 
type. In this study, the trapezoidal membership function is preferred as shown in Figure 2. This function is very often used 
in practice for its simplicity. A small amount of data is needed to define the membership function. In addition, this type 
membership is very effective, especially for class interval-based works. Figure 2 shows the main parts of a trapezoidal 
membership function. The function specified by four parameters given by ‘‘A = trapezoid (x, a, b, c, d)’’: 

Figure 2: Trapezoidal Fuzzy Membership Function  
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3.2. Fuzzy Multifactorial Evaluation  

The fuzzy multifactorial evaluation method is used to quantify employee performance function in an organization. The 
method of trapezoidal distributed function is considered as a bridge in the mathematical method. Firstly, based on 
trapezoidal distributed function,  the membership function of every grade (high, good, medium and low) is established 
about every target according to each target value of measurement of employee performance. Secondly, the number of 
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the weight of every target is considered based on work data and experience. Finally, the result is obtained based on the 
principle of maximal membership degree of multifactorial evaluation. The multifactorial evaluation method is explained 
with the targets of the performance function. 

A multifactorial evaluation system requires three elements: A set of principal influence factors,  1 2, ,... mU u u u ,  A set of 

verbal grades, E = {e1, e2,..., ep} and for every object u∈ U, there is a single-factor evaluation matrix R
(u)

 = (rjk(u))mxp . With 
the preceding three elements, for a given u∈ U, its evaluation result D

(u)∈ F(E) can be derived. The multifactorial evaluation 
model suggests that a mapping consists of factor weights (W) and relation matrix (R) which combines with an aggregation 
function as follows (Tutmez et al., 2007): 

: ( )U F E                                                                                                                                                           (4) 

( )u u   and ( ) ( )( , )u uD f W R                                                                                                                         (5) 

where   is the decision criterion, which is used to evaluate alternatives. Thus, the decision maker may choose a decision 

function that best reflects the goals of the decision. Aggregation operators which require different transformations for the 
judgments are used for evaluating different types of decision behaviors. The  simultaneous satisfaction of all the decision 
factors can be modeled by using t-norm operators. t-Norms are fuzzy set versions of intersection operation on sets. In this 
sense, they are used for the conjunctive type of aggregation. Therefore, the t-norm based operator is considered for 
aggregation. The transformation function which leads to weighted minimum (and maximum) operators that can be applied 
in the setting of the possibility theory (Dubois and Prade, 1986). The weighted minimum is given by 

 1 2 1( , ,... ) (1 )w m

m i i iD w                                                                                                                                        (6) 

The set of principal influence factors on employee performance function can basically be described as follows:  

U=(u1 , u2 , u3, u4)                                                                                                                                                              (7)  

where,the principal influence factors ui (i=1 ,2, …4) may be fuzzy or non-fuzzy in nature, but the mathematical relation 
between ui and U is only given by ui∈ U.  

The four targets of performance function are selected as (Pmax100, Pmax80, Pmax60, Pmax40). The grade of evaluation 
of the performance function is targeted into four classes, and the standard of the grade is established based on work data 
of performance function. Thus, based on the needs of performance considerations, the rank of performance function is 
classified into four sorts as high, good, medium and low. Evaluation criteria should be based on the actual situation, and 
evaluation criteria are divided into four grade levels. Then, let Vl = high degree, V2 = good degree, V3 = medium degree, V4 
= low degree. Therefore, fuzzy sets of the rank of performance function for the evaluation set is given as follows  

V = {Vl, V2, V3, V4 }                                                                                                                                                                (8) 

Evidently, the final evaluated results vj (j=1,2,3,4) are mainly obtained from fuzzy multifactorial evaluation approach. 
Indeed, fuzzy multifactorial evaluation process aims to obtain thoroughly assessed crisp results based on comprehensive 
consideration of principal influence factors ui. 

The principal influence factor set is formed in vector U={ul, u2, u3, u4}. The level of influence of each factor for the 
evaluated results is not identical, for the purpose of representing the degree of influence of each factor, the appropriate 
weight should be given to each factor wi (i=1 ,2, … 4), thus, set of weight W is established. The distribution of a number of 
weights for all the factors, such as Ui is, respectively, shown in vector W.  

W= (w1 , w2 , w3, w4)                                                                                                                                                        (9) 

where W is fuzzy set on U. Evidently, W is a part set of fuzzy sets of U, indicated as follows 

31 2 4

1 2 3 4

ww w w
W

u u u u
                                                                                                                   (10) 

Therefore, W is determined with the four principal influence factors ui,  as follows 

W=[0.20,0.35,0.3,0.15], W(1-weights)=[0.80, 0.65, 0.70, 0.85]                                                                                (11)                       

The key to treating the problem with fuzzy multifactorial evaluation is building the appropriate subordinate functions of 
the influence factors.  

Fuzzy multifactorial evaluation is mainly considered by the method of compound operation denoted as follows 
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D= W 𝐎 R = ( d1 ,d2 ,d3, d4)                                                                                                                                             (12) 

where R is a fuzzy relation matrix between the set U and V, and it decides a fuzzy reflection. W is the set of weight of 
factors, and the original image of fuzzy reflection, D is reflected image of fuzzy reflection, or, assessed result. 

In fuzzy relation matrix R, Ri =(ri1, ri2, ri3, ri4) is single-factor evaluation of ui, and part set of fuzzy sets of V.   jd  is 

evaluation target as follows 

4

1
i

n

j ij

i

d a r




                                                                                                                                                                         (13) 

jd  represents the calculation of fuzzy matrix. The proposed model not only considers the effect of the factors but 

reserves the information of single-factor evaluation of ui. 

The single-factor evaluation-relationship matrix R based on membership function between factor set and evaluation set is 
given by. 

R
(u)

 = {(Ui, Vj, Urij ) / i == l, ..., 4; j=l, ...4.} 

The operation is performed by ( ) ( )( , )u uD f W R                               

( ) ( )( , )u uD f W R                                                                                                                                                              (14) 

                                = [𝑊1,𝑊2,𝑊3,𝑊4]𝐎 [

𝑅11 𝑅12  
𝑅21 𝑅22  

 
𝑅13 𝑅14
𝑅23 𝑅24

𝑅31 𝑅32  
𝑅41 𝑅42   

𝑅33 𝑅34
𝑅43 𝑅44
 

] = (𝐷1, 𝐷2, 𝐷3, 𝐷4) 

1

n

j i ij

i

D W R


  (j = 1, ..., 4)                                                                                                                                                 (15)                                                            

This is the final result of the fuzzy multifactorial evaluation. 

3.3. Applying Fuzzy Multifactorial Evaluation  

A normal standard of every target is established (Pmax100, Pmax80, Pmax60, Pmax40). The high range is 80%-100%; the 
good degree is 60%-80%; the medium degree is 60%-40%; the low degree is under 40%. Therefore, the range of each 
grade is shown V1[100, 80], V2 [80, 60], V3 [60, 40], V4[40, 00]. The membership function is established between every 
factor and each class. The trapezoidal distributive function is adopted for computation. If fij (1) (i = 1, . . . , 4; j = 1, ..., 4) 
shows respectively trapezoidal membership function, which is factor Ui relative to the grade Vj.  

The fij (x) is lined up in part as follows but others fij (x) are omitted for convenience. 

𝑓𝑖𝑗(𝑥) = {
1, (80 <= 𝑥 <= 100)

𝑥/80, (80 > 𝑥 > 0)
                          𝑓𝑖𝑗(𝑥) =

{
 
 

 
 

 

1

40
(100 − 𝑥),    (80 <= 𝑥 <= 100)

1,        (80 <=  𝑥 <= 60)

1/60(𝑥), (60 > 𝑥 > 0)

 

 

𝑓𝑖𝑗(𝑥) = { 

(100 − 𝑥)/60,   (60 <= 𝑥 <= 100)

1,        (60 >=  𝑥 >= 40)
𝑥/40, (40 > 𝑥 > 0)

       𝑓𝑖𝑗(𝑥) = {
(100 − 𝑥)/80, (40 <= 𝑥 <= 100)

1, 40 > 𝑥 > 0)
 

For the above trapezoidal membership function, the value of membership function of each target can be reckoned 
respectively, and it is shown in relation matrix R. The four performance measurement results of an employee Pmax are 
50%, 80%, 65% and 35% respectively. The relationship matrix Rl is formed accordingly. 

Let the Pmax100, Pmax80, Pmax60, Pmax40 are subordinated to x respectively. Then every value of fij  (Pmax 100) is 

computed as follows: 

f11 (Pmax100) = 0.625 , f12 (Pmax100)= 0.833 , f13 (Pmax100) = 1, f14(Pmax100)= 0.625 ... then R is obtained: 
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In the last stage of the evaluation, the evaluation vector is found by using the Dubois–Prade decision operator as follows:   

then D= f (W,R)  = [0.80, 0.65, 0.70, 0.85] O [

0.625 0.833  
1.000 0.500  

 
1.000 0.625
0.333 0.250

0.812 1.000  
0.437 0.583   

0.583 0.437
0.875 1.000
 

] 

d1(u)= (w1 v r11(u)) ^ (w2 v r21(u)) ^ (w3 v r31(u)) ^ (w4 v r41(u)) 

d1(u)= 0.80     similarly, 

d2(u)= 0.65          d3(u) = 0.65        and   d4(u)= 0.65 

Finally, the evaluation vector is obtained: 

D= f (W,R)  = (d1, d2, d3, d4) = ( 0.80, 0.65, 0.65, 0.65 )                           

Therefore, referring to the verbal grades V= {V1=High[100-80], V2=Good[80-60], V3=Medium[60-40], V4=Low[40-00], }, the 
obtained employee performance function should be rated as “Good”. Finally, the method of fuzzy analysis of multiple-
stage is used to get the result of evaluation for performance function of the employees based on the center principle of 
fuzzy gravity. 

4. CONCLUSION 

In this paper, the method of multifactorial evaluation is applied to the evaluation of employee performance function. The 
method of the trapezoidal distributive function is considered as a bridge in the mathematical method approach. The 
trapezoidal membership function is established between each evaluation target and evaluation object. The method of 
multifactorial evaluation is used to conduct performance management based on the assessment of employee 
performance function. Performance classification of employees can reasonably be executed using multifactorial fuzzy 
approach. With the fuzzy decision-making system, the employee performance function can be evaluated, and information 
can reasonably be obtained by data processing and different decision functions. The classification of employee 
performance function is very useful in the evaluation of scheduling, budgeting, and planning of the organizations. It can 
also be evaluated in employee selection and project scheduling as a decision parameter. The fuzzy multifactorial 
evaluation approach can reasonably be used in performance measurement.   
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ABSTRACT  
Communication is the way for people exchanging information with each other by using various tools. Electronic communication or E-
communication is the process of sending, receiving and processing information or messages electronically. Electronic communication that 
is closely related to the development levels of countries, has made considerable progress especially in terms technology, innovation and 
entrepreneur. In this study, it is investigated whether electronic communication in Turkey is used effectively using the data published by 
Information and Communication Technologies Authority. For this purpose, different decision making techniques in data mining have been 
used. Obtained results are discussed. 
 

Keywords: Multi criteria decision making, electre, topsis, electronic communication, data mining.  
 
 

1. INTRODUCTION  

Decision making, an inseparable part of life, is the process of choosing one of the available alternatives in order to achieve 
the specified goals and objectives. Life and working conditions that are rapidly changing and evolving at the same time are 
increasingly challenging people, institutions or businesses to consistently make "good" and "successful" decisions. 
Increasing the number of alternatives and criterions in complex decision problems, the contradiction of the criteria, made 
the selection process very difficult. Undoubtedly, the only way for institutions to gain superiority to their competitors in 
increasingly competitive conditions is to make quick and correct decisions. 

Multi-Criteria Decision Making (MCDM), which is increasingly receiving more attention in recent years, incorporates 
approaches and methods that try to achieve a possible "best fit" solution that meets more than one criterion that conflicts 
with a decision situation. 

One of the sectors where it is important to make the right decisions is electronic communications. With increasing 
technological progress and innovations, countries with an increasingly prevalent electronic communication are important 
elements to shape the future. 

In the study, ELECTRE III and TOPSIS were taken up from MCDM methods to evaluate the activities of 81 provinces of 
Turkey in electronic communication sector. In the application of the mentioned methods, the weights of the determined 
criteria are determined according to the variable importance scores obtained in the neural network result. 

2. LITERATURE REVIEW  

From the literature view, it seems that in recent years, the efforts of electronic communication decision-making techniques 
have started to increase. 

Feldman et. al have developed recommendations on when and how to use electronic communication to strengthen 
decision-making in their work, and explain various decision contexts (Feldman, et. al, 1996). Büyüközkan et. al, have 
developed a multi criteria group decision making Approach in smart phone selection using intuitive fuzzy TOPSIS 
(Büyüközkan, 2016).  
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 Ertugrul et. al. have used the concept of fuzzy logic based on individual knowledge and experience in selecting the mobile 
line that provides the most economical, best and most appropriate solutions for the business needs in their work (Ertugrul 
et. al, 2014).  

Petrovic et. al have offered a decision support tool for step-by-step benchmarking in their work. In a benchmarking 
exercise, a method is proposed for selecting a preferred development pathway comprising a series of intermediate test 
sequences(Petrovic et. al, 2014). Kaya et. al.  have proposed an e-banking website quality assessment method based on an 
integrated fuzzy AHP-ELECTRE approach.  

The fuzzy set theory has developed to deal with the problems arising from the uncertainty, uncertainty and the nature of 
human judgment (Kaya et. al ,2011).  Chen et. al. investigated the relationship between the player and the struggling player 
in wireless communication (Chen et. al., 2010). 

Asghari et. al. explored five different business models in the field of mobile payments. The MCDM has compared the 
evaluation method with its applications. Since one of the most effective parameters for selecting a suitable business model 
is the structure of banks / operators of each country, the proposed business model has been localized based on the 
framework of operators in Iranian banks (Asghari et. al, 201) 

2.1. Multi-Criteria Decision Making Methods  

It is possible for businesses to adapt to rapidly changing environmental conditions and make effective decisions in parallel 
with this change by using scientific methods that can evaluate a large number of qualitative and quantitative factors 
together in the decision-making process (Taha, 1997).  

There are different methods used in the literature for the solution of MCDM problems, none of which provide a complete 
superiority over others (Dağdeviren, 2007).The most widely used methods of MCDM are ELECTRE, TOPSIS, Promethee, 
Vikor, Oreste, Mappac and Weighted Sum Approach (WSA). These methods have always been developed according to 
historical order in order to overcome the theoretical deficiencies of the previous method. 

Because of being the most used methods in the literature, the activities in Turkey in the field of electronic communication 
in Turkey have been investigated by means of ELECTRE and TOPSIS methods in line with the criteria determined by 
Information and Communication Technologies Authortity (ICTA). In the following section methods are briefly mentioned. 

2.1.1. ELECTRE Methods  

ELECTRE (Elimination et Choix Traduisant La Realite - Elimination and Choice Translating Reality) is one of the MCDM 
methods originally developed by Benayoun, Roy et al. In 1966 (Roy 1968, 1991). The method incorporating a systematic 
analysis of the relationships between all possible pairs of different alternatives is based on the scores on each set of 
common criteria in each alternative. In the literature, there are several variants of the ELECTRE method in the form of 
ELECTRE I, II, III, Iv, IS, TRI. All methods are based on the same fundamental concepts, but are both operationally and 
according to the type of decision problem. Specifically, ELECTRE I is designed for selection problems, ELECTRE TRI for 
assignment problems and ELECTRE II, III and IV for ranking problems. ELECTRE II is an old version; ELECTRE III is used when it 
is possible to quantify the relative importance of the criterion and when the quantification is not possible (Hokkanen, J. and 
P. Salminen 1997). In this study, ELECTRE III method based on pseudo-criteria and fuzzy binary outranking relations is used. 

It is possible to summarize the functioning of the method in the form of the decision matrix formation, the formation of the 
standard decision matrix, the formation of the weighted standard decision matrix, the determination of compliance and 
nonconformity sets, the formation of compliance and nonconformity matrices, the formation of matrices of superiority and 
nonconformity superiority matrices. 

2.1.2. TOPSIS Method 

TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) was developed by Yoon and Hwang as an alternative 
to the ELECTRE method in 1980 (Hwang, 1981). 

The TOPSIS method consists of the generation of the decision matrix, the creation of the standard decision matrix, the 
creation of the weighted standard decision matrix, the creation of ideal and negative ideal solutions, the calculation of the 
separation measures, and the calculation of the ideal solution relative localization (Chen, 2000). 

2.2. Variable Importance and Feature Selection 

Data mining problems may involve hundreds, or even thousands, of fields that can potentially be used as predictors. As a 
result, a great deal of time and effort may be spent examining which fields or variables to include in the model. To narrow 
down the choices, the Feature Selection algorithm can be used to identify the fields that are most important for a given 
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analysis (Clementine Users Guide)  

Typically, it can be considered to focus on the variables that give the most importance to modeling efforts and to at least 
ignore or ignore those that are insignificant. Variable precaution assists in making this variable by specifying the relative 
importance of each variable in model prediction. Since the values are relative, the sum of the values for all variables on the 
display is “1.0”. Variable importance does not relate to model accuracy. It just relates to the importance of each variable in 
making a prediction, not whether or not the prediction is accurate. On the other hand “feature selection” ranks each 
predictor based on the strength of its relationship to the specified target, independent of other predictors. Thus feature 
selection will be more conservative in screening predictors. But in modeling, interactions and correlations are also taken 
into consideration (Clementine Users Guide). The importance levels obtained as a result of variable importance or feature 
selection can be used for analysis by considering them as variable weights.The weight determination process, which has an 
important place in the MCDM methods, is one of the most important steps of the decision analysis. Different techniques 
have been used in the literature to weight variables. In this study we used variable importance weights obtained from 
neural network analysis to weight the criteria.  

2.3. Electronic Communication  

Communication is needed for decision making, co-ordination, control, and planning. Communication, which is an integral 
part of our life, has become increasingly easier, faster and at the same time more understandable with developing 
technology. Communication using electronic media known as electronic communication. Worldwide communication has 
been facilitated by the electronic transmission of data which connects individuals, regardless of geographic location, almost 
instantly (http://www.meammarketing.com/advantages-and-disadvantages-of-electronic- communication/). One of the 
important research topics of today is how to manage the electronic communication, which is a demonstration of the level 
of development of the countries, better and more efficiently. 

3. DATA AND METHODOLOGY 

In the study, the variables used in the electronic communication sector to investigate which of the 81 provinces of Turkey 
are active in the electronic communication sector are discussed by Information Technologies and the publication of the 
year 2016 by the communication institution. The following table contains these variables and explanations. 

Table 1: Explanations  

Variable 
Code 

Variable Name Explanations 

V1 Population 
Data shows population statistics of Turkish Statistical 
Agency. 

V2 Number of Fixed Telephony Access Lines  

It includes number of active fixed analogue telephony 
access lines, voice channels equivalent of ISDN lines , 
fixed wireless subscriptions, number of payphones 
and number of VoIP subscriptions. 

V3 Santral Capacity of Fixed Telephony  
It shows total capacity of fixed telephone lines that 
can be handled. It shows number of xDSL broadband 
internet subscriptions. 

V4 Number of Payphones  It shows number of active payphones. 

V5 Number of Mobile Telephony Subscriptions – Total  
It shows total number of mobile telephony 
subscriptions. 

V6 Number of Mobile Telephony Subscriptions - 2G  
It shows total number of 2G mobile telephony 
subscriptions. 

V7 Number of Mobile Telephony Subscriptions - 3G* 
It shows total number of 3G mobile telephony 
subscriptions. 

V8 Number of Broadband Subscriptions – Total 
It shows total number of broadband internet 
subscriptions. 

V9 Number of Fixed Broadband Subscriptions – Total  
It shows total number of fixed broadband internet 
subscriptions. 

V10 Fiber  
It shows number of fiber broadband internet 
subscriptions. 

V11 xDSL  
It shows number of xDSL broadband internet 
subscriptions. 

V12 Cable  It shows number of Cable TV broadband internet 

http://www.meammarketing.com/advantages-and-disadvantages-of-
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subscriptions. 

V13 Other   
It shows number of broadband internet subscriptions 
via other means (Frame Relay, Metrı Ethernet, ATM, 
BPL). 

V14 Number of Mobile Broadband Subscriptions **  
It shows number of mobile broadband internet 
subscriptions via 3G or other appropriate mobile 
networks. 

V15 Mobile Broadband Dedicated  
It shows number of mobile broadband internet 
subscriptions via dedicated data cards. 

V16 Standard Mobile Broadband  
It shows number of mobile broadband internet 
subscriptions via mobile phones. 

V17 Number of Cable TV Subscriptions  It shows number of cable TV subscriptions. 

V18 The length of fiber***  
It shows length of fiber rolled out for transmission and 
access. 

* 3G Mobile telephone services have been provided since 2009. 

 ** Mobile broadband ratio given here is updated. Currently, it includes the subscribers who have used packages less than one month 
period, who have used packages longer than one month period and who have accessed internet without any packages. Before, it was just 
consisted of the subscribers who had packages longer than one month period.  

*** The length of fiber data about 2011, 2012, 2013, 2014 and 2015 include data obtained by alternative infrastructure operators.  

In the study, Cities were taken as an alternative and the variables determined by ICTA as criteria. Variables V5, V9, V14 are 
not included in the analyzes since the sum of V5 variables V6 and V7, the sum of V9 variables V10, V11, V12 and V13, is the 
sum of V14 variables V15 and V16. Thus, a total of 15 criteria were used to measure the activities of the illicit people in 
electronic communication. The application part of the study consists of three phases; data analysis, variable weighting and 
efficiency study. The data mining program, called Clementine, was used in the data mining to perform data analysis and 
weighting. The SANNA plug-in of Excel is used to perform the event analysis. 

In the data analysis phase, first, the existence of nudge, outliers and null values were investigated to check whether there 
were erroneous data entries. Following the necessary regulations, the distributions of the variables were examined and the 
normal test was performed. A logarithmic transformation is applied to the variables to provide a normality assumption. 

A neural network was used to determine the variable weights of the variables that were organized at the end of the data 
analysis phase during the variable weighting phase. The purpose of the neural network applied here is only to determine 
the weights. In the study, "population (V1)" is considered as variable target and other variables as input. Since all of the 
target and input variables are continuous, the variable importance analysis is based on the statistical based on the 
correlation coefficient. Figure 1 shows a screenshot of the data analysis and variable weighting steps. 

Figure 1: Clementine Screen Shot 
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In the stage of efficiency analysis, the efficiency of 81 provinces was determined by means of ELECTRE III and TOPSIS 
methods to use the weights obtained during variable weighting. In Figure 2, there is a section from the screenshot of the 
data part of the program where the analysis is performed. 

Figure 2: Sanna Plug-in Screen Shot  

 

 

4. FINDINGS AND DISCUSSIONS 

The significance levels of the variables studied in the study of Turkey's effectiveness in the electronic communication sector 
are determined by means of the neural network model which gives the best estimation level with the Estimated Accuracy 
rate 99,539%. In the model in which the multiple method is used, there are two hidden layers containing 19 and 10 
neurons, respectively. The variable importance values reached as a result of Neurol network analysis are as shown in Figure 
3. 

Figure 3: Results of Variable Importance 

 

Variable 
Code 

Weight 

V7 0,1418 

V8 0,1223 

V16 0,1213 

V11 0,0921 

V3 0,083 

V12 0,0756 

V17 0,0693 

V15 0,0521 

V6 0,0491 

V10 0,0463 

V18 0,045 

V2 0,0443 

V13 0,0381 

V4 0,0197 

Total 1,000 

According to the results of the analysis, the three most important criteria in electronic communication were determined as 
Number of Mobile Telephony Subscriptions - 3G (V7), Number of Broadband Subscriptions - Total (V8) and Standard Mobile 
Broadband (V16). 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.162-168              Tasabat, Aydin 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.585                                               167                                                    PressAcademia Procedia 

 
 

As a result of considering the variable importance levels as criterial weights, the results of the applied methods of ELECTRE 
III and TOPSIS are as follows respectively. 

Table 2: Order of Alternatives According to ELECTRE III and TOPSIS Methods 

RANK ELECTRE III TOPSIS 
RAN

K 
ELECTRE III TOPSIS RANK ELECTRE III TOPSIS 

1 İSTANBUL İSTANBUL 28 MALATYA ŞANLIURFA 55 KİLİS RİZE 

2 ANKARA ANKARA 29 KAHRAMANMARAŞ TRABZON 56 NEVŞEHİR YOZGAT 

3 İZMİR İZMİR 30 AFYONKARAHİSAR SAKARYA 57 NİĞDE AĞRI 

4 BURSA BURSA 31 SİVAS KAHRAMANMARAŞ 58 AĞRI NEVŞEHİR 

5 ANTALYA ANTALYA 32 KÜTAHYA MALATYA 59 KIRIKKALE ŞIRNAK 

6 ADANA ADANA 33 ELAZIĞ AFYONKARAHİSAR 60 YALOVA NİĞDE 

7 KONYA KONYA 34 ÇANAKKALE VAN 61 BURDUR KARABÜK 

8 KOCAELİ KOCAELİ 35 ÇORUM ORDU 62 BATMAN KIRIKKALE 

9 GAZİANTEP GAZİANTEP 36 IĞDIR SİVAS 63 KARAMAN BURDUR 

10 İÇEL İÇEL 37 ORDU ÇANAKKALE 64 KARS BİLECİK 

11 MANİSA MANİSA 38 VAN DÜZCE 65 BİLECİK SİİRT 

12 KAYSERİ DENİZLİ 39 MARDİN KÜTAHYA 66 KIRŞEHİR KARS 

13 SAMSUN KAYSERİ 40 GİRESUN MARDİN 67 SİNOP KIRŞEHİR 

14 DENİZLİ ESKİŞEHİR 41 ISPARTA ELAZIĞ 68 BİTLİS BARTIN 

15 BALIKESİR TEKİRDAĞ 42 AMASYA ADIYAMAN 69 SİİRT BİTLİS 

16 ESKİŞEHİR BALIKESİR 43 KASTAMONU ÇORUM 70 ŞIRNAK ARTVİN 

17 TEKİRDAĞ SAMSUN 44 DÜZCE TOKAT 71 BİNGÖL BİNGÖL 

18 ERZURUM ZONGULDAK 45 RİZE AMASYA 72 ARTVİN SİNOP 

19 ZONGULDAK ERZURUM 46 OSMANİYE KIRKLARELİ 73 ÇANKIRI MUŞ 

20 EDİRNE EDİRNE 47 YOZGAT AKSARAY 74 MUŞ ÇANKIRI 

21 MUĞLA YALOVA 48 UŞAK ISPARTA 75 GÜMÜŞHANE HAKKARİ 

22 AYDIN ERZİNCAN 49 BOLU GİRESUN 76 HAKKARİ GÜMÜŞHANE 

23 SAKARYA KARAMAN 50 ERZİNCAN KASTAMONU 77 ARDAHAN IĞDIR 

24 HATAY MUĞLA 51 BAYBURT OSMANİYE 78 BARTIN KİLİS 

25 TRABZON HATAY 52 TOKAT BOLU 79 KARABÜK ARDAHAN 

26 DİYARBAKIR DİYARBAKIR 53 KIRKLARELİ BATMAN 80 AKSARAY BAYBURT 

27 ŞANLIURFA AYDIN 54 ADIYAMAN UŞAK 81 TUNCELİ TUNCELİ 

According to Table 2 ELECTRE III and TOPSIS methods, it is seen that the first 11 provinces which are most effective in 
electronic communication sector are the same. These are Istanbul, Ankara, Izmir, Bursa, Antalya, Adana, Konya, Kocaeli, 
Gaziantep, İçel and Manisa respectively. In both methods, it is seen that the province with the lowest value in the order of 
activity is Tunceli. 

5. CONCLUSION 

In the field of electronic communication, the data in Turkey provided by ICTA were utilized for ordering cities  according to 
their activities in electronic communication. 

In the study, the ELECTRE III and TOPSIS methods used in ordering from the MCDM techniques were utilized. In terms of 
weighting the criteria, a different approach has been taken to use the variable importance values obtained as a result of 
neural network analysis. 

According to the results obtained, the criteria of 3G (V7), Standard Mobile Broadband (V13) and Number of Broadband 
Subscriptions - Total (V7) In the order of the results of the ELECTRE III and TOPSIS analyzes, it is seen that the first five and 
the last two orders are the same for both methods. According to this, the most effective illicit items in electronic 
communication were respectively Istanbul, Ankara, Izmir, Bursa, Antalya and the least efficient ones were Bayburt and Kilis. 
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ABSTRACT  
Renovation and Modernization (R&M) refers to a set of activities intended to improve the performance and reliability of the existing 
production facilities, and is seen as a cost-effective alternative to increase the operational life of plants. Through R&M, obsolete generation 
equipment undergoes technological upgrades to boost capacity and reduce harmful emissions. It consists of a five-step process of 
identification, assessment, planning, execution and closure in order to plan, implement and monitor the entire procedure. The R&M cost 
per Megawatt (MW) varies, depending on the age of plant, operational history, fuel type, demand of the equipment to be replaced, the 
cost of generation and technology. The study aims at of Renovation and Modernization R&M of  existing thermal power plants, which as an 
alternative can help the Country not only to increase the existing capacity and efficiency but will further help to reduce the heavy 
dependence on coal. Hence it is important to understand the major risks associated with the implementation of R & M projects and 
mitigate them proactively to enhance the effectiveness of this approach. 
 
Keywords: Risks, effectiveness, efficiency ,renovation and modernization 
 

 

1. INTRODUCTION  

The main objective of Renovation & Modernization (R & M) of  plants is to make the existing units  well equipped with 
modified technology, equipment’s and systems, and further with an aim to improve and enhance  their performance  and 
efficiency purely in terms of the  output generated , its reliability, adherence to the original design values  and reduction in 
maintenance cost. Planning and implementing Renovation and Modernisation (R&M) projects is often affected by 
occurrence of adverse events that can derail the objectives of the project. Identifying and mitigating project risks are crucial 
to successful management of R&M projects. The major thermal power plants set up during the late nineties are facing the 
problems of declining efficiency. A power plant is said to be inefficient if the existing inputs are not utilized in an optimum 
manner and as a result of which its generation becomes lower than its maximum possible generation. With the high capital 
expenditure on new capacities, poor financial health of the utilities and emerging fuel constraints it is essential to maximize 
generation from the existing power stations by restoring their rated capacity and reduce the scarce fuel more efficiently. 
This calls for Renovation & Modernisation (R&M) of existing old power plants, which is one of the most cost effective option 
to achieve additional generation from existing old units at low cost in short time period.  

In India, the thumb-rule for adding one Mega Watt of fresh generating capacity entails a capital expenditure of around $1 
million. However, an equivalent capacity can be achieved by investing almost one third of that amount on renovation and 
modernisation (R&M). The cost of R&M programmes are far less in comparison to new plant constructions and can be 
completed in a much shorter time compared to the gestation period of a new thermal power projects. R&M is an efficiency 
improvement tool and can improve power generation by 30 per cent, environmental impact by 47 per cent and efficiency 
by 23 per cent.  
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2. LITERATURE REVIEW 

Based on the literature the key challenges impeding the market development mainly pertaining to the R& M division of 
power plants can be categorized into the following categories: Market challenges, Finance related challenges, Regulatory 
challenges, Operation and Maintenance (O & M) issues, Contractual challenges, Institutional challenges, Implementation 
challenges. The major challenges for successful implementation of R&M projects for different plants identified through the 
literature are as follows: Problems in defining the precise scope of work and defining the exact parameters that needs to be 
taken up, Uncertainty/deterioration in the phases between conducting the reduced life assessment studies as well as 
Condition assessment studies, award of the work and implementation of the projects, Limited number of agencies for ready 
to take up R&M projects. 

R&M activity is to be fit together with the planned shutdown in order to ensure technology upgradation or extended life of 
the plant. On the other hand there are major encumbrances associated with the execution of the R & M works; there are 
various uncertainties because of the difficulty in the estimation of the scope and type of work which is needed until these 
generating units are opened up after rehabilitation. Taking the power sector as the basis, some of the study some major 
challenges faced by the thermal power renovation and modernization shall be discussed in detail. 

2.1 Market Challenges  
 

Even though there is significant R&M potential in India, the commercial opportunities within the market are limited. The 
actual achievement with respect to the planned R&M during the 10th   and 11th Plan has been only a mere 9% and 17% 
respectively. The utilities in India usually follow two drastically different models (nomination and tendering) to select the 
suppliers for undertaking the requisite R&M works.  The award of projects which is done generally  on nomination basis to 
the existing O & M Contractors restrict the competition in the market and leads to a major  barrier for various other 
suppliers. An analysis of the R&M market in India indicates that out of the total R&M capacity as per plan of 6501 MW which 
is almost equal to 31% (2030 MW) of the total capacity was awarded on nomination basis. It can also be seen from records 
that out of the total tendered capacity of 4471 MW, almost 47%, 2094 MW of the proposed tenders were dropped and not 
actually executed. There has been a tremendous increase in the global demand for power equipment’s and supplies due to 
the increase demand of power and increase in installed capacity. It has been seen that at the global level most of the 
manufacturing facilities are booked for the next 16~18 months also to make matters worse in India due to lack of 
competition and management there is major reluctance to step into the so called naive market for R&M in India. 
 

2.2 O&M Related Challenges  
 

The kind of capital and time that is invested in the regular Operation & Maintenance activities of a power plant directly can 
be seen as a measure of the efficiency at which the plant is running. Most of the O& M practises followed by the State 
owned generation companies in India are weak and not upto the mark. Most of the state owned generating companies do 
not adhere to the schedule of periodic capital overhaul and annual maintenance leading to deterioration in the condition 
and performance of the plant. Poor O&M practises can reduce the expected efficiency levels of a successful R&M project 
before the specified extended life of the plant. 
 
Poor O&M practices impacts the long term performance of plant and leads to its continual deterioration. It is important to 
have a long term proactively generated procedure for implementation of proper O & M Practices and procedures .There 
needs to be periodic review of the operating procedures from the beginning of the project and also identify the loop holes 
so as prepare an effective O&M manuals including preventive, capital and breakdown maintenance procedure / guidelines 
should be formulated. 
 

2.3 Funding Related Challenges  
 

Currently, the public sector through loans or grants is funding most of the R&M projects this is being done through the 
International Financial Institutions In general the financial demand is likely to be met by the normative structure i.e. 70% 
through the loan borrowing from commercial banks or other financial institutions and the remaining 30% through equity 
invested by the state. Through expert discussions it has also been highlighted that the non-availability of funds especially 
with the SEB’S to take up R&M works is one of the biggest challenges in the Country. As per RBI data the power sector alone 
utilizes approximately 9.23% of the Gross bank credit as per data published by RBI on 31st March 2013. Another major 
challenge with the R & M projects lies in the poor financial health of the State utilities resulting in the limited debt servicing 
ability of the utilities. Due to lack of proper planning the available finance is consumed in fire fighting and inappropriately 
planned schemes rather than being utilized in the useful schemes with long payback and short-term costs, such as R&M 
projects. When the R&M is financed through the Govt schemes generally the lowest capital expenditure option is given first 
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priority. The Capital Expenditure for R&M needs to be managed in such a way as to reduce the short-term increase in power 
cost from the generating units.  
 

2.4 Regulatory Challenges  
 

The existing regulatory framework offers limited incentives to the generating companies against improving the efficiency of 
the generating unit and for successful implementation of R&M projects. The benefits obtained on improving the efficiency 
of power plants were to be fully transferred to the consumer during the tariff revision for that plant based on the Annual 
tariff setting procedure of the Government of India. Another major challenge lies in the fact that an upfront commitment for 
the capital costs required and the possible plant performance may be difficult because of the inadequate methodologies 
adopted for the RLA studies, which cases there intermediate issues and hampers the pace of work. There needs to be a 
proper analysis comparing the financial cost based tariffs as against the economic pricing of additional power that can be 
made available by taking up R & M works.The question still remains that who is the deciding Authority for such issues, the 
lack of a system makes it even more difficult for investment decisions and decision making procedure becomes extremely 
slow and non-reliable. 
 

2.5 Contractual Challenges  
 

The way the Contract is drafted plays a significant role in the kind of involvement of different stakeholders in a project; it 
also can have an encouraging or a discouraging impact on the players. It has been observed the risk sharing mechanism is 
missing in the general Contracts which are being followed by the Generation Companies. During discussions and expert 
sessions with vendors and consultants, many issues with regards to the Contract were highlighted .The foremost important 
issue highlighted was the weakly defined scope and many open ended statements in the commercial contract which 
deliberately shift the risk towards the bidders/Contractors. 

It normally takes about 3-4 years between the technical studies (RLA studies, DPR preparation etc) and the commencement 
of actual R&M work. This clubbed with inadequate/incomplete  technical information provided to the bidders  prior to bid 
restricts the executing party to realistically, model and predict the condition of the  existing equipment’s before they are 
opened and inspected which ultimately increase the risk profile of the project. 

2.6 Institutional Related Challenges  

Limited training of utility professionals in the area of planning and execution of R&M projects, absence of dedicated 
cell/department at the company level, deployment of the best personnel in the field of new generation capacity and 
frequent transfers are some of the reasons which have contributed to the limited skills and expertise of the generating 
company to plan and implement R&M projects. Interactions with the various stakeholders including suppliers have revealed 
that after the projects are awarded, the entire risk and responsibility for completion of the project is passed on to the 
suppliers with limited support by utilities during the implementation process.  

One of the major implementation challenges faced by the utilities is that they are unable to schedule timely shutdown for 
executing R&M due to grid conditions. Significant energy and peak deficit scenario in most of the states coupled with lack of 
planning with regard to procurement of power from other sources inhibits shutdown of state owned units for executing 
R&M works. In certain cases this is driven by socio-political consideration that results in delay in obtaining the shutdown.  

         2.7 Entry Barriers  

The area of R & M is still on the developing stages and at times the barriers provided at the entry level can have a major 
influence on the development of the potential market. There need to be appropriate levels of barriers and restrictions as 
these are essential to protect the profitability of existing supplier base as free entry and exit of firm in Industry would affect 
the profit of firms to a minimal levels and hence, making the industry unattractive. The possible mitigation measures for the 
above mentioned risks based on the review can be summarized as mentioned in the table below. 

Table 1: Summary of the Possible Mitigation Measures 

S No Risk Factor Possible Mitigation Methods 

1. Supply Risks (Bassanini,2011) Supply undertaking (Sponsors/Govt. agency), Collaterals (Until reaches 
upto proven level), Reserves prove-up/Assurance, Reserves depletion 
protection (Accelerated repayment), Reserve weighting 

2. Market Risks (Smith1999) Take or pay contracts, Advanced Sales contract, Buy Back Contracts, 
Throughput agreements, Minimum Quantity Contracts, Market 
preference Contract, Contract monetisation, Merchant financing 

3. Foreign Exchange Risk  (Lifson 1988) Forward Contracts, Parallel loans, Barter, Currency Swaps, Commodity 
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lending, Commodity lending 

4.   

5. Environmental Risks (Schaufelberger 
2005) 

Environmental Management, Rehabilitation Management, Emergency 
Response, Environmental Warranty, Environmental Insurances, 
Rehabilitation guarantees, Pollution Control Boards 

6. Infrastructure Risks (Benjamin2004) Infrastructure Contracts, Government Contracts, Pooled Infrastructure, 
Transport studies, Free on Board offtakes 

7. Political Risks (Tiong 1995,1996) Development agreement, Insurance (Export credit agencies)(against 
currency inconvertibility, creeping nationalisation, etc), Tax 
indemnification ( by sponsors), Offshore payment agent (EOUs), Currency 
inconvertibility agreements, Local national participation (Local equity/ 
debt), Co-financing (National/Super-national Bodies) 

8. Participant  Risks (Dailami,2003) Cross Collateralization, Deficiency Agreements, Share Pledge, Board 
Control 

9. Completion Risks (Macmillan,2000) Performance bond, Maintenance bond, Completion undertaking, Overrun 
standby facilities 

3. DATA AND METHODOLOGY 

The demand and supply gap of power in the country is increasing day by day and despite the numerous steps taken by the 
Government this gap is continuously increasing. A developing Country like India which heavily depends on the thermal 
power plants for its generation of power needs to definitely think of alternatives to increase the generation and reduce this 
gap. Even though many steps have been taken by the Government to move towards the alternative sources of energy, the 
major reliance is still on the coal industry 

Various studies carried out in the past have highlighted one common concern of the poor and deteriorating efficiencies of 
the thermal power plants in India. Keeping in mind the various constraints with respect to the green field projects like that 
of land availability, legal and political concerns and majorly the lack of funds, the only alternative is to look at the other 
ways of improving efficiencies from the prevailing one. Hence this has generated a need to look into the various risks 
associated with the implementation of R & M projects in India and how these can be effectively mitigated to increase the 
efficiency of the thermal power plants in India. 

A systematic literature review has been used which attempts to gather all factors that will help to answer the specific 
research question. It uses systematic methods that are selected with a view to minimizing bias, thus providing reliable 
findings from which conclusions can be drawn and decisions made.The key characteristics of a systematic review are: (a) a 
clearly stated set of objectives with an explicit, reproducible methodology; (b) a systematic search that attempts to identify 
all studies that would meet the eligibility criteria; (c) an assessment of the validity of the findings of the included studies, for 
example through the assessment of risk of bias; and (d) systematic presentation, and synthesis, of the characteristics and 
findings of the included studies. 

The PRISMA approach for reviewing literature has been followed (figure 1 below).  This technique uses a detailed literature 
review approach to identify and analyze the factors and risks effecting the implementation of Renovation and 
Modernization projects in India using the databases like google scholar, and web of science, reputed journals and 
conference proceedings etc.  The inclusion criteria’s considered were peer-reviewed, empirical, original articles, research 
and review papers.  

 In this approach a total of 50 articles have been considered. 5 articles were removed from the 50 initial considered articles. 
Further the remaining 45 articles were studied and after further screening on the basis of the abstracts and titles 40 articles 
were taken up for further 5 articles were excluded which were not within the scope of the review or those that did not 
discuss the risks associated with power sector R & M. Finally 30 articles were taken up for full review out of which 10 were 
excluded as these articles were those that were with insufficient statistical information available The remaining 20 articles 
were then assessed and inclusion criteria applied and were included in this review 
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Figure 1: Work Flow Process for PRISMA Technique

 

4. FINDINGS AND DISCUSSIONS 

Based on the extensive literature review as stated above the following risks have been identified as the key challenges to R& 
M of the thermal power plants in India. 

Table 2: Summary of Risks identified 

S. NO RISK DESCRIPTION 

1. Market related Risks 

1.1 Award of Contract through nomination and not competitive bidding 

1.2 Non Existence of market for technical consultants 

1.3 Non availability of schedule for sale of power generated. 

1.6 Limited ability of utilities to infuse equity investment in R  & M projects 

1.7 Lack of awareness of possible market options 

1.8 Credit exposure to power sector is likely to reach its limit set by most commercial banks 

1.9 Lower vendor participation because of limited competition which leads to higher procurement cost. 

1.10 Rebidding/Reward/Delays  in award of R & M packages/Contract 

1.11 Mismatch (delay) in supply of critical equipment and the shutdown period 

2. Regulatory related Risks 

2.1 Lack of appropriate incentives sharing mechanism for Gencos  

2.2 No bench marks set for R & M works 

2.3 Lack of Government support and incentives 

3. Funding Risk 

3.1 Non availability of funds with utilities for regular O & M procedures 

3.2 Non availability of funds with utilities to take up R & M  projects 

3.3 Credit limit for power sector reaching limits with commercial banks 

3.4 Focus only on technical criteria with limited focus on financial & economic concerns 

3.5 Lack of confidence of financers on R & M due to limited success stories in the Country. 

4. Planning Risks 

4.1 Inadequate assessment for R & M Works and scope of work 
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4.2 Poorly defined objectives  

4.3 Lack of past operating & performance data with the utility which makes it difficult to identify the actual 
improvement areas. 

4.4 Incomplete studies carried out and the studies carried out majorly focus on only the major components of the 
plant 

4.5 Lack of energy Audits 

5 Contractual Risks 

5.1 Unfair and misbalanced risk and reward system between the utilities and contractors  

5.2 Delays in bid evaluations and award of work 

5.3 Inappropriate packaging strategy for works 

5.4 Inappropriate contractual conditions for delay in works and changes in scope of work 

5.5 Improper contractual conditions for the execution of R & M works. 

5.6 Poor dispute resolution mechanism  

6. Management Risks 

6.1 Limited project appraisal skills 

6.2 Inadequate exposure of the utility professionals in the area of planning & execution of R & M 

6.3 Adequate personnel not dedicated to the R & M Activity 

6.4 People working in R & M Projects get transferred to other departments in middle of the project. 

6.5 Lack of Authority amongst the officials involved. 

6.6 Lack of decision making by the utility  

6.7 Lack of long term generation plan and awareness of available market options 

6.8 Reactive approach for identification of  plants  for taking up R & M  

7. Institutional Risks 

7.1 Limited capacity and capability of state utilities in undertaking R & M projects 

7.2 Poor implementation support from utilities while executing R & M projects 

7.3 Delay in obtaining unit shutdown for undertaking technical studies 
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ABSTRACT  
 

In this study, constant-impedance, constant-current and constant-power ZIP models have been analyzed for residental loads. 
Measurement based approach has been used to obtain ZIP models of selected loads. The measurement-based approach for load modeling 
is important because it reflects the real dynamics of the system and represents the load characteristics more accurately. The ZIP model is 
used to estimate the power drawn by the load depending on the voltage changes. Since the ZIP load model is a well-known model that 
provides power dependence in terms of the physical sense of voltage, studies are taking place in this area. In this study, the voltage and 
power values of selected residental loads at YTU Smart Home Laboratory are measured. Then, the ZIP coefficients have been calculated by 
using the least squares algorithm developed in MATLAB. The measured data is compared with the data from the obtained ZIP model for 
each appliance.  
 

Keywords: Load models, ZIP model, residential appliances, least squares method. 
 

 

1. INTRODUCTION 

Load modeling is an important issue in power system analysis and it is an essential part of a static and dynamic analysis of 
power system. Load models are mathematical expressions defining the relationship between active and reactive power and 
power system voltage and frequency changes. Load models can be considered as the mathematichal representation of 
relationship between power and voltage. There are mainly two types of load models: static models and dynamic models. 
Static load models are generally not time-dependent (B. Zhao,2010). Most common static load models are exponential and 
polynomial load models. Also, a static load model can be defined as a composite ZIP model, which is a well-known model 
that represents the relationship between applied voltage and power consumption. Dynamic load models can be examined 
in two parts as input-output load model and physical load model. The most common dynamic load model is the induction 
motor model (K. Rudion, 2009).  

Load characteristics have a significant effect on system performance and it is known that the results of load flow, voltage 
and transient stability simulations are dependent on the assumed load model (M. Sadeghi, 2009). Thus, the right models for 
all power system components including loads should be developed for power system analysis.  Measurement based and 
component based approaches are two main approaches used to obtain the load models. Both produce appropriate 
polynomial or exponential static load models for load flow or stability studies where the load voltage and system frequency 
do not vary significantly with time (B. Zhao,2010). The polynomial model is commonly named as the ZIP model since the 
model consists of constant impedance (Z), constant current (I), constant power (P) components. The model parameters are 
the coefficients defining the proportion of each component (A. Bokhari,2014).  Thus, each load has a unique coefficent set 
that describes the load.  

The aim of this work is to obtain the ZIP models of 4 residential appliances at YTU Smart Home Labarotary. For thsi purpose, 
meassurements are completed to collect data on the power consumption versus applied voltage change. Then, ZIP model 
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coefficients are calculated by using the least square algorithm developed in MATLAB. As a result of the study, calculated 
active power values of examined appliances are compared with actual measurements. 

The rest of the paper is organized as follows: Section II presents the mathematical background of ZIP model calculation,  
Section III describes the evaluated case studies and related results. Section IV finalize the paper with concluding remarks. 

2. DETERMINATION OF ZIP COEFFICIENTS 

Power system loads can represent different characteristics. Accordingly, several different load models could be obtained 
using mainly three approaches: constant impedance, constant current, or constant power. However, power system loads 
cannot be always accurately modeled by applying each mentioned approaches individually.  Therefore, ZIP models that 
include all three approaches are used to reach most accurate load models. ZIP models are extensilvely used in power 
system analyses. In this study, ZIP model coefficients of selected residential appliances in a Smart Home Labaratory at YTU 
Department of Electrical Engineering are obtained by using experimental results. The steps to determine ZIP coefficients are 
shown in Fig 1. 

Figure 1: The Steps to determine ZIP Coefficients

 

A programmable AC source is used to obtained voltage-dependent load power measurements. The measurement system is 
shown in Fig 2. Collected data for each appliance is stored in an excel file and then is processed with MATLAB to calculte ZIP 
coefficients.   

Figure 2: Measurement System 

Programmable AC 

Source
LOAD

Power Data

Voltage Data Data 

Collection

Grid

 

In experiments, the active power consumption of the tested appliance versus 10V increments of the applied voltage is 
collected. The starting value of the applied voltage is 100V and the ending value of the applied voltage is 240V.  Using a 
MATLAB based least squares fit algorithm and measured data, ZIP coefficients of tested appliance are found. Mathematical 
background of developed algorithm is presented below. 

2.1. ZIP Model 

The ZIP model is a polynomial expression which describes the relationship between the applied voltage and constant 
impedance, constant current, and constant power components (K. Rudion, 2009). The ZIP model also reveals the quadratic, 
linear and constant change of the power curve of an element according to voltage (F. L. Quilumba, 2011). Active power and 
reactive power expressions of a ZIP model are given in Eq. 1 (K. Rudion, 2009): 

(1) 𝑃 = 𝑃0 [𝑍𝑝 (
𝑉

𝑉0

)
2

+ 𝐼𝑝 (
𝑉

𝑉0

) + 𝑃𝑝] 

Measurement of Pi, Vi values of related appliances 

Transfer of the measured data to MS EXCEL 

Reading of Vi, Pi data by MATLAB 

Running MATLAB algorithm 

Calculation of ZIP coefficients 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.176-180               Bircan, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.587                                               178                                                    PressAcademia Procedia 
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𝑉0

)
2

+ 𝐼𝑞 (
𝑉

𝑉0

) + 𝑃𝑞] 

Here, P and Q are active and reactive power corresponding to the operating voltage (V), P0 and Q0, are active and reactive 
power corresponding to nominal voltage (V0); Zp, Ip and Pp are ZIP coefficients of active power component; Zq, Iq and Pq are 
ZIP coefficients of reactive power component. 

2.2. Least Squares Method 

Diffirent algorithms can be used to obtain ZIP coefficients based on measured voltage-power values. In this study, Least 
Squares Method (LSM) is employed due to its simplicity. The objective function is shown in Eq. 2. 

(2) 𝜆 = ∑
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𝑃𝑖

𝑃0

)  
𝑛

𝑖=1

 

Here, Vi and Pi are measured values of voltage and active power, respectively. To solve Least Squares problem, partial 
derivatives of objective function for each variable should be equal to zero. Thus, three equations are obtained for three ZIP 
coefficients. The solution is achieved by solving these three equations. The solution matrix is given in Eq. 3 (M. 
Sadeghi,2009). 

(3) 

[
 
 
 
 
 
 
 
 
∑𝑉𝑖

4

𝑁

𝑖=1

∑𝑉𝑖
3

𝑁

𝑖=1

∑𝑉𝑖
2

𝑁

𝑖=1

∑𝑉𝑖
3

𝑁

𝑖=1

∑𝑉𝑖
2

𝑁

𝑖=1

∑ 𝑉𝑖

𝑁

𝑖=1

∑𝑉𝑖
2

𝑁

𝑖=1

∑𝑉𝑖

𝑁

𝑖=1

𝑛
]
 
 
 
 
 
 
 
 

[

𝑍𝑃

𝐼𝑃
𝑃𝑃

] =

[
 
 
 
 
 
 
 
 
∑𝑃𝑖𝑉𝑖

2

𝑁

𝑖=1

∑𝑃𝑖𝑉𝑖

𝑁

𝑖=1

∑𝑃𝑖

𝑁

𝑖=1 ]
 
 
 
 
 
 
 
 

 

3. FINDINGS AND DISCUSSIONS 

Three different lighting equipment, incandescent lamp, compact fluorescent lamp and LED lamp, and a kettle are selected 
as residential appliances and active power versus 10V voltage increments between 100V and 240V are measured and 
stored within the scope of this study. Then, measured data is processed for each appliance using the LSM algorithm 
developed in MATLAB. Calculated ZIP coefficients of each appliance are summarized in Table 1. 

Table 1: ZIP Coefficients for Each Appliance 

Appliance  Z I P Z+I+P 

Incandescent lamp 0.49 0.59 -0.08 1 

LED lamp 0.73 -1.7 1.97 1 

Compact fluorescent lamp 0.11 0.64 0.25 1 

Kettle 0.95 0.07 -0.02 1 

As seen, constant impedance model is convenient for the kettle while it is more appropriate to use ZIP model for other 
appliances. Comparision of the actual measurements and obtained ZIP model ouputs are given in Fig. 3.  
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Figure 3: Comparison of ZIP Model Outputs with Measured Values 

 

 

Calculated and measured values of incandescent lamp are shown in Fig. 3a.  Nominal voltage of lamp is 220 V and the active 
power at nominal voltage is 39.8 W. By examining Figure 3a, it is seen that calculated values are very close to the measured 
values and active power characteristic of the incandescent lamp can be correctly modeled with the ZIP model. 

Power changes of LED lamp is given in Fig. 3b. Nominal voltage of LED lamp is 220V and the active power at nominal voltage 
is 11.4W. Fig. 3b shows that calculated values are very close to the measured values at above 200V voltage level. For the 
practical purposes, the obtained ZIP model for the LED lamp can be a valid model considering that the nominal voltage of 
appliances in Turkey is around 200-220V level. However, it is seen that the difference between the measured and 
calculated power values is rising at low voltage levels.  

Calculated and measured values of compact fluorescent lamp are compared in Fig. 3c. Nominal voltage of the lamp is 220V 
and the active power at nominal voltage is 22.3W. It is seen that the measured and calculated values are very close. 

Power changes of the kettle is given in Fig. 3d. Nominal voltage of the kettle is 220V and the active power at nominal 
voltage is 1470W. It has been observed that the measured and calculated curves for the kettle overlapping. 

4. CONCLUSIONS 

Load models have significant importance for accurate power system analysis. Power system loads can be modeled in 
different ways. In this study, ZIP coefficients of residential loads at YTU Smart Home Labarotory are obtained by using actual 
measurement data. Primarily, power measurements are performed at the operating voltage ranges of considered loads, 
Obtained data is then processed with help of a solution algorithm developed in MATLAB and ZIP coefficients of the selected 
appliances are calculated. Examination of ZIP coefficient results shows that the kettle is suitable for constant impedance 
model, however it is observed that ZIP model is more appropriate for the other appliances. When the ZIP model output and 
measured data are compared for each appliance, it is seen that calculated and measured values of incandescent lamp and 
compact fluorescent lamp are very close. The power characteristic for the LED lamp is accurate at voltages above 200V, 
however deviations are observed at low voltages. It is seen that the measured and calculated power curves overlap for the 
kettle.  
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ABSTRACT  
Analyzing and detecting anomalies in huge amount of data are a big challenge. On one hand we are faced with the problem of storing a 
large amount of data, on the other to process it and detect anomalies in reasonable or even real time. Real time analytics can be defined as 
the capacity to use all available enterprise data and sources in the moment they arrive or happen in the system. In this paper, we present 
an infrastructure that we have implemented in order to analyze data from big log files in real time. Also we present algorithms that are 
used for anomaly detection in big data. The algorithms are implemented in R language. The main components of the infrastructure are 
Redis, Logstash, Elasticsearch, elastic-R client and Kibana. We explore implementation of several filters in order to post-process the log 
information and produce various statistics that suit our needs in analyzing log files containing SQL queries from a big national system in 
education. The post-processing of the SQL queries is mainly focused on preparing the log information in adequate format and information 
extraction. The other interesting part of the paper is to compare the anomaly detection algorithms and to conclude which of them is better 
to us for our needs. Also we add the elastic-R client to the infrastructure we develop for big data analytic in order to detect anomalies. The 
purpose of the analysis is to monitor performance and detect anomalies in order to prevent possible problems in real time. 
 
Keywords: Big data, anomaly detection elgorithm, log data,  logstash, elasticsearch, elastic-R client, kibana. 
 
 

 

1. INTRODUCTION  

With the increased number of internet users, the need for analyzing data and specifically log data is increasing too. The two 
general requirements of big data projects are common: analysis of the (near) real time information extracted from a 
continuous inflow of data and persisting analysis of a massive volume of data. Log management is complex and time 
consuming process, even harder when we have to deal with big log files that came in real time. Log file is a file that records 
all the events that happened during one software or/and operating system is running. Also, it may register all the exchange 
of personal messages between different users under some communication software. The content of log files could be 
diverse, e.g. it could be structured, semi-structured and weakly structured. Our special interest is log files that contain SQL 
queries. 

Building an infrastructure for analyzing big log files in real time is a computational, storage and scalability challenge. To 
make proper choice of infrastructure we have done extensive investigation reported in [7], [8], [9] and [10]. In this paper, 
we present adjusted infrastructure proposed by Ian Delahorne [2]. Among open source and free software tools, we find it 
appropriate because it is possible to modify it when needed, by adding various other components (like Hadoop), or scale up 
or down by adding (duplicate, triplicate,…) some of existing components. 

The main components of the infrastructure are: Redis, Logstash, Elasticsearch, Kibana and elastic-R client. 

Redis is used for temporary buffering of the log data, Logstash utilizes different filters to manipulate and analyze the data, 
Elasticsearch is used for indexing and storing the data, elastic-R client is used for anomaly detection and Kibana is a user 
interface used to visualize the results. If some of the parameters rise above expected values, the elastic R- client will 
visualize it in order to know where the anomaly happen. 

mailto:zirije.hasani@uni-prizren.com
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Study and experiments are motivated by need to use such an infrastructure for analyze of the log files from a system called 
e-Dnevnik (ednevnik.edu.mk

1
) and detecting anomalies in such system. e-Dnevnik is an electronic system for managing the 

data records of students in Macedonian schools. System enables daily communication between teachers, parents and 
students and various statistical analyzes used by Ministry of education and research of RM and other public institutions.  

System receives a big number of requests during a day and analyze of these requests is required before they are saved to 
database in order to reduce the amount of logs that is necessary to be saved. The idea is to save into database just the 
information that is of interest for future processing and other to be ignored. Even more, analyze of log files in real time can 
signalize and detect errors, track CPU usage, monitor parameters and similar. The main part of the paper is to show the 
robust algorithms for anomaly detection in streaming data and how we implement them for our needs. We have examined 
different algorithm used for anomaly detection in real time big data as: MAD[13], runMAD[16], DoubleMAD[15], 
DBSCAN[13], moving average, Statistical Control Chart Techniques (aggregation, difference) [20], etc. Will be compared the 
algorithm based on the execution time because for real time big data execution time is very important. 

Paper is structured as follows: In the second chapter we explain which are the components and functions of this 
infrastructure; in the third chapter, we show the robust algorithms for anomaly detection in real time big data; in the fourth 
chapter, are compared this algorithm in order to chose the best one for our needs; in the fifth chapter, we demonstrate 
pre-processing of the SQL queries contained in log files and usage of several Logstash filters important for real time 
analytics; in the six chapter we implement the infrastructure for real time analysis of e-Dnevnik database log file; the last 
chapter is the conclusion for our work done thus far, including also ideas for future work. 

2. INFRASTRUCTURE FOR ANALYZİNG LOG DATA IN REAL TIME 

With aim to deal with big log files in real time produced by PostgreSQL server in order to analyze query performance, we 
start with the solution proposed by Ian Delahorne [2]. Since Elasticsearch [5], together with Logstash has evolved during the 
past several years, we include in our architecture several new and remove several unnecessary components. Our proposed 
architectural is shown in Figure 1. This architectural design is based on pipeline event processing, divided in following 
phases: input (collects and manages events and logs), buffering, decode/pre-process (extract structured data into variables, 
parse), filter (modify, extract information), anomaly detection and output (ship the data for storage, index, search and 
visualize). 

An important characteristic of this architecture is the capability to scale up/out of every component, depending on the 
input stream size and rate, by running one or more of its components as separate threads/servers. For example, we can 
scale out the input phase with three shipper servers as shown in Figure 1, or we can scale up the Logstash filtering server on 
a bigger machine with more CPU cores/RAM. 

Figure 1: Components of Infrastructure for Big Data Log Analytic and Anomaly Detection in Real Time 

 

Flexibility is achieved also by possibility of adding various additional components as Hadoop, Cassandra, statistical or 
graphical tools like Statsd, Graphite and others. Generally in most cases when we run the Logstash server there will be two 
broad classes of Logstash host [3]: 

 The first one is the host which runs the Logstash agent as an event "shipper" that sends application, service and host 
logs to a central Logstash server. 

 The second one is central Logstash host which runs a combination of components of this architecture for pre-processing 
and filtering of events. 

                                                           
1  http://ednevnik.edu.mk/ 
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Broker (usually Redis [12]) acts as efficient temporary buffer for logs. This especially is important to enable interruptions in 
the processing of the log events in an occasion of upgrade process of the Logstash instances, or in the case of an 
unexpected raise of event size and number. 

The main component of the infrastructure is Logstash [4]. It is written in JRuby and runs in a Java Virtual Machine (JVM) [4]. 
It is easy to deploy, as a single JAR file that can be started directly using a JAVA SE VM (no Apache Tomcat Containers are 
needed). Its architecture is simple comparing with other similar software architectures since it consists of a three phase 
pipeline (input, filter, output) and it provides an easy way of extension of functionalities in each phase using plugins. 

Input phase collects the logs and sends the collected events to the filter phase. Logs can generally arrive from various 
sources: Files, TCP/UDP files, Syslog, Microsoft Windows EventLogs, STDIN, Key-value stores and a variety of others. In our 
case log file includes Postgres SQL CSV log files and Key-value stores (Redis [12]).  

Logstash comprise a large collection of filters which enable us to extract structured data into variables, parse, modify and 
enrich the data, before they are pushed to the Elasticsearch.  

Elasticsearch enables efficient indexing and storing of the event logs, and enables a full text search on them. It is an open-
source distributed search engine library, built on top of Apache Lucene [9]. ElasticSearch [6] allows us to implement store, 
index and search functionality and as such help us in easier and more efficient computation of various data analytics. 
ElasticSearch is a NoSQL data store where data are stored as documents. Although it is mainly used by Java applications, the 
important thing is that applications need not to be written in Java in order to work with ElasticSearch, since it can send and 
receive data over HTTP in JSON to index, search, and manage our Elasticsearch cluster. Kibana[6]  which is a HTML/JS 
frontend web interface to Elasticsearch for viewing the log data. The beauty of Kibana is that we can easily search in the 
data with different queries, produce charts, histograms and other visual products. Elastic-R client[14] gives access to local 
or remote Elasticsearch database. The anomaly detection algorithm are implemented in R package. 

3. ROBUST ALGORITHMS FOR ANOMALY DETECTION  

In order to specify which algorithm will be used for anomaly detection we have made a survey of existing algorithms. There 
are many algorithms for anomaly detection for different problems, in our case we focus on algorithms for contextual 
collective anomalies. The idea was to explore robust algorithms for anomaly detection and we chose some of them like 
MAD[13], runMAD[16], DoubleMAD[15], DBSCAN[13], sliding window.  

The Median Absolute Deviation (MAD) algorithm is a robust measurement of variability, and can be viewed as the robust 
analogue for standard deviation [13]. This algorithm work as follow: 

𝑀𝐴𝐷 = 𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦. 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∗ 𝑚𝑒𝑑𝑖𝑎𝑛 (𝑎𝑏𝑠(𝑥 − 𝑚𝑒𝑑𝑖𝑎𝑛 ∗ 𝑥)) 

The method works well for symmetric distribution of data. DoubleMAD is used if we have courved tail. MAD is better than 
standard deviation technique (SD) because in MAD will not take into calculation values which deviate a lot from normal 
data, this is not the same in SD for this reason MAD give better result than SD. For example if we have the streaming data 
(5,6,3,90) MAD will not take into calculation number 90, and this don't affect the result.  

MAD is a good solution for not streaming data but in our case we have to analyze streaming data for this reason we use 
runMAD technique which use sliding window to find anomalies.  

RunMAD
2

 (Median Absolute Deviation of Moving Windows) for streaming data is the median of the absolute 
deviations from the data's median for defined window. As such does not make any distribution assumptions. Similar 
window functions are runmin, runmax, runmed, runquartile, etc. Depending on the stringency of the researcher's criteria, 
which should be defined and justified by the researcher, the author [17] proposes the values of k=3 (very conservative), 
k=2.5 (moderately conservative) or even k=2 (poorly conservative) for anomalies detection that are outside Median ± 
k*MAD.  

DBSCAN algorithm is a density-based clustering algorithm. It works by greedily agglomerating points that are close to 
each other. Outliers are considered clusters with few points in them [13]. This algorithm has two main parts: a 
parameter ε that specifies a distance threshold under which two points are considered to be close; and the 
minimum number of points that have to be within a point’s ε-radius before that point can start agglomerating.  

Statistical control chart technique [20] is graph used to study how a process changes over time and control of repetitive 
processes. In general, the chart has a central line that represents the mean value for the in-control process and other two 
lines, upper control limit and the lower control limit. These control limits are chosen so that almost all the data points will 

                                                           
2 http://svitsrv25.epfl.ch/R-doc/library/caTools/html/runmad.html 

http://www.elasticsearch.org/overview/kibana/
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fall within these limits as long as the process remains in-control. Data could be chart of individual data, aggregated by time 
parameter (e.g. hour), moving range, moving average and others. 

4. COMPARISON BETWEEN ROBUST ALGORITHMS FOR ANOMALY DETECTION 

In order to define which algorithm is better for anomaly detection in streaming data we have to compare some of them. In 
the table below we made comparison between MAD, runMAD, DoubleMAD, DBSCAN, sliding window, HTM, Twitter ADVEC 
and Etsy-skyline based on some characteristics.  

Table 1: Comparison of Anomaly Detection Algorithms 

 

From the comparison we can conclude that the best algorithm for streaming data is runMAD because the data are 
computed in moving window in the time where they came.  

For many anomalies both algorithms like MAD and DBSCAN perform well, but in some cases one differ from the other. If we 
have several streams coming from several servers and may one of them delay this will not be showed by MAD algorithm, in 
this cases it is better to use DBSCAN. 

4.1. Algorithm Comparison Based on Execution Time 

The challenge that face big data especially real time big data is anomaly detection, for this reason in our research we face 
with this problem and propose a infrastructure that will help to find anomalies in real time. The infrastructure is proposed 
in [19] but here we have added one more component elastic-R where are implemented the anomaly detection algorithms. 

To realize the experiments we have used the log data from e-dnevnik for two working days 03.04.2015 (Friday) and 
06.04.2015 (Monday). In the table below we have shown the result from execution time of different algorithms for 
different SQL queries in different dates. The attributes of data are timestamp and duration of query.  

Table 3: Comparison of Algorithms for Real Time Big Data Anomaly Detection 

 

From the table 3 we can conclude that DBSCAN and Twitter ADVec algorithms are the slowest algorithm. The faster 
algorithm is statistical controll chart algorithm (difference between data in moving window).   

5. PROCESSING OF SQL QUERIES  

Processing of database transaction logs presents a big challenge due to their massive volume. The main target of the SQL 
queries analytics is to gather information and detects anomalies in query performance on an operational level. This means 
that we want an early detection of performance degradation of SQL queries in real time and alert adequately in order to 
remove the possible causes. 

5.1. Log Data Pre-processing 

In order to get more realistic results we must do a SQL queries pre-processing by performing a normalization procedure on 
them. The normalization of the SQL queries tries to remove all data and parameters from the queries in order to gather 
better grouping/clustering of SQL query types. These includes elimination of comments, start of transactions, string 
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content, null parameters, non essential numbers and hexadecimal numbers, the last line of code, removing of extra space, 
new line and tab characters and lower-casing. Similar normalization process can be referred in pgBadger [1] that is used for 
batch log file processing. Next is an example of Logstash configuration file for normalization of SQL queries using Logstash 
mutate filter. This filter allows performing of regular expression pattern matching and replacement for general 
transformation of event fields. Following is the piece of the Logstash filter configuration file for SQL query normalization: 

mutate { 
 # Set the entire query lowercase 
 lowercase => [ "statement" ] 
 gsub => [ 
  # Remove comments 
  "statement", "\/\/\*(.*?)\*\/", "", 
  # Remove extra space, new line and tab 
  "statement", "[\t\s\r\n]+", " ", 
  # Remove start of transaction 
  "^\s*begin\s*;\s*/,"", 
  # Remove string content 
  "statement" , "\\'", "", 
  "statement" , "'[^']*'", "''", 
  "statement" , "''('')+", "''", 
  # Remove NULL parameters 
  "statement" , "=\s*null", "=''", 
  # Remove numbers 
  "statement" , "([^a-z_\$-])-?([0-9]+)","\ 10", 
  # Remove hexadecimal numbers 
  "statement" , "([^a-z_\$-])0x[0-9a-f]{1,10}", "\10x" 
 ]} 

Other useful pre-processing plugging is the merge filter that lets us combine two events that occur within a period into a 
new single event. This can be helpful if information for a single SQL query is split into several log events. In our case, 
Postgres logs two events for a single query, first containing the SQL query, and the second containing the duration of the 
query execution. Merge plugin has the following options that are used: 

 key => Unique identifier, used to match the two events you want to merge. 

 order => 'first' or 'last', the order the events should arrive  

 merge_tag => Tag(s) to add on the new event.  

 period => Max length of time between events(seconds).  

In the example below if the event is the first event to be merged we execute the following merge plugin. This can be 
controlled using conditional filter processing. The merging of events is based on the key values, i.e. in this case "session_id" 
and "session_line_num". 

merge { 
 key => [ "session_id", "session_line_num" ] 
 order => 1 
 period => 1 
} 

Finally for the second event, if that event contains the durraion of the SQL query, and matches the key fields "session_id" 
and "session_line_num", the event fields specified are merged. In this case we merge only the "duration" field. 

merge { 
key => [ "session_id", "session_line_num" ] 
fields_to_merge => [ "duration" ] 
 order => 2 
} 
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At the end of pre-processing we remove the log message key-value for personal data protection, and further calculate a 
hash of the normalized SQL statement in order to optimize the analysis process so it will not involve the full complex SQL 
statements. 

mutate { 
 add_field => [ "sql_hash", "%{statement}" ] 
 remove_field => [ "message" ] 
} 
anonymize { 
 algorithm => "MD5" 
 fields => [ "sql_hash" ] 
 key => "<some seed>"} 

5.1.1. Analytics Filter  

In order to perform statistical analysis of the performance of SQL queries, we found that the use of the metrics filter [3] can 
be practical. The metric filter produces an aggregation metrics from the log events based on the selected key values. The 
metrics filter is invoked periodically (flush_interval), can filter the processed events based on a time frame (clear_interval) 
and can produce statistics of both event occurrence (count, rate of events) and event values (ex. sql statement duration). 
The timer parameter of the metrics filter gives us a variety of information as follows: 

 “thing.count” - the total count of events 

 “thing.rate_Xm” - the X-minute rate of events 

 “thing.min” - the minimum value seen for this metric 

 “thing.max” - the maximum value seen for this metric 

 “thing.stddev” - the standard deviation for this metric 

 “thing.mean” - the mean for this metric 

 “thing.pXX” - the XXth percentile for this metric 

Following is the Logstash configuration that uses the metrics filter in order to produce statistics on every 60 seconds, based 
on SQL events in the past 300 seconds. The statistics contain count, rate_1m and rate_5m for the event occurrence, and 
duration statistics per SQL query type (sql_hash). The statistics are produced as a separate log event. 

metrics {  
 add_tag => "metric" 
 timer => [ "%{sql_hash}", "%{duration}" ] 
 flush_interval => 60 
 clear_interval => 300 
 rates => [1,5] 
} 

Analyze of log files in real time can signalize and detect errors, track CPU usage, monitor parameters and similar. If some of 
parameters rise above expected values, or error occurs, built in (in future) triggers will indicate or even prevent possible 
problems in real time. Figure 2 shows how these metrics filters present results in Kibana. 

Figure 2: Result Fields of Metrics (meter and timer) Event in Kibana 
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6. REAL TIME ANALYSIS OF E-DNEVNIK DATABASE LOG FILE  

To illustrate possibilities of our infrastructure, we have analyzed log files generated from e-Dnevnik. e-Dnevnik is the 
electronic system for managing the student records of elementary and high schools in Macedonia. There is a huge number 
of requests in real time and we would like to take some statistics based on the traffic that is generated in a defined periods 
of time. The data analyzed are SQL queries saved in log file. In the Figure 3 below we present two histograms produced by 
Kibana. The first chart displays the distribution of the number of events in the system, calculated per 30 seconds intervals in 
the time period from 14:26 untill 15:16, having 2207880 hits all. The second chart shows the calculated mean duration of 
SQL queries execution time for the same period and intervals. This shows that the mean of the query duration is higher at 
the specific period of time. The higher mean duration time of SQL queries in this example is the consequence of the 
Postgres server restart and warming up of Postgres shared buffers. 

Figure 3: e-Dnevnik Number of Hits and Duration Mean per 30 Seconds Intervals, in Selected 14:26-15:16 Period of Time 

 

6.1. Result Visualization with R 

To show visually how our implemented/tested algorithm which is shown from the above experiments as faster algorithm 
for real time anomaly detection, we add in the infrastructure R package because the algorithm are implemented in R 
language. The figure 4 show the result visualization, we have visualize the result of difference algorithm and visually can see 
when the difference between points is larger it may be one anomaly. Object of study was 2 type of SQL query based on 
query duration and timestamp for two working days 03.04 and 06.04.  

Figure 3: Statistical Control Chart (difference) Q1 and Q2 for 03.04 and 06.04 

    

7. CONCLUSION 

Analyzing Big Data in real time is a challenging process but the need for this analytics is emerging with enormous growth of 
incoming data and need of their fast analyze. The other challenge is detecting anomalies in real time big data. In this paper, 
we propose infrastructure we have adjusted in order to analyze big log files in real time, algorithms used for anomaly 
detection and demonstrate related analytics we made on system “e-Dnevnik” big log files that are produced daily by its 
PostgreSQL server.  

The main components of the infrastructure are open source and free software tools, Redis, Logstash, Elasticsearch, elastic-R 
client and Kibana. The infrastructure design is based on the pipeline event processing, divided in phases: input (collects and 
manages events and logs), buffering, decode/pre-process (extract structured data into variables, parse), filter (modify, 
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extract information), anomaly detection and output (ship the data for storage, index, search and visualize). Proposed 
architecture is capable to scale up/out depending on the input stream size and rate, by running one or more of its 
components as separate threads/servers. Flexibility is achieved by possibility of adding various further components as 
Hadoop, Cassandra, statistical or graphical tools like Statsd, Graphite, or deploying extension of functionalities in each 
phase by using own plugins.  

We illustrate the SQL queries database transaction logs analytics with implementation of the filters that produce various 
statistics enabling detections of anomalies in query performance on an operational level. This means that we are able to 
detect performance degradation of SQL queries in real time and alert adequately in order to remove the possible causes. In 
the same time in real time we do the pre-processing of the logs in order to reduce the amount of content of SQL queries 
that are necessary to be saved for further analyze. Also are elaborated robust algorithm used for anomaly detection and 
tested them by R language, the result is shown with plots. The testing phase with R for now is done offline but in the future 
we plane all the process to be online by integrating the elastic-R in our proposed architecture. 

We made different comparisons in this paper for algorithms that are used for anomaly detection and in the future we plane 
to modify them in order to adapt for online use because now they are aimed just for offline use.  

We plan to extend the pre-processing of the incoming logs by parameterization of the SQL queries to lower further the 
volume of the stored data and to enable easier future analyses. Depending on the input stream of data we will experiment 
with scale up/out of the system components/servers and including other (batch appropriate) components as R software. 
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ABSTRACT  
Power systems are complex structures that energy production, transmission and consumption units. There are various reasons for energy 
interruptions on these systems. Power outage on the power system can lead to partial or complete loss of the network. Energy 
interruptions in large regions cause significant economic losses and precautions must be taken in this regard. In this study, Blackout 
situations in power systems were analyzed. Within the scope of the study, important Blackout situations encountered around the world  
have been examined. Blackout causes are listed and interpreted in power systems in the light of experienced events. Precautions have 
been put forward in order to avoid blackout situations. In addition, the effects of blackstart-equipped power plants on the recovery of the 
network have been examined. 
 

Keywords: Power system analysis, blackout, blackstart, power system restoration, power grid  
 
 

 

1. INTRODUCTION 

One of the basic needs of human beings is electricity energy at nowadays. Everything from our life is utilized by electricity 
energy, from health to transportation, from fun to traffic (Pakize C., 2011). As a result, social and economic influences are 
inevitable in a interruption situation. 

On energy systems that enable energy to reach consumers without problems in normal operating conditions, energy 
interruptions can occur due to disturbing currents (Zeng B., 2015). Especially when the power system, which is defined as 
power grid collapse, is partially or completely out of order, it is the most negative situation for power system operators. In 
the literature, blackout situations that can occur on power systems have been examined in detail. In one part of the studies 
done, the blakouts that have taken place on the world and have been realized so far have been examined and their causes 
and results have been questioned (Olga P, 2016), (Ji-Jen W, 2007), (ENTSOE, 2015), (UCTE, 2004), (Hordeski M., 2005), 
(Hines P., 2009). Restoration of the power grid after blackout occurred on the system is considered as an important issue 
(Kurup S., 2015), (En L., 2015), (Ketabi A., 2001), (Ancona J.J., 1995). The use of different energy sources for network 
restoration and the use of the micro,grid concept to eliminate blackouts has also been a major research topic (Gencheva R., 
2015), (Castillo A., 2013), (Clean Technica, 2016). 

In this study, blackout situations which can occur on power systems are defined, causes and results are examined. Some of 
the major blackouts on the world and in Turkey are presented. The use of production systems with blackstart for the 
restoration of the network has been investigated. The qualities to be found in the systems with blackstart feature are listed 
and their advantages are presented. 

The rest of the work continues as follows. In section 2, informations about electricity networks and structures were made 
and power grid collapses were examined. Section 3 discusses the work done to restore power grid and the blackstart 
feature. Work with Section 4 has been terminated. 

mailto:cihanayhanci20@gmail.com
mailto:yasarbeyaz@gmail.com
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2. VOLTAGE COLLAPSE ON ENERGY SYSTEMS 

Energy systems are the sum of equipment operated in coordination with each other. The goal of the energy system to 
operate smoothly is to ensure that energy is delivered to the consumer in an uninterrupted form. However, in some cases, 
all or partial of the system may be out of order. Voltage collapse also known as out of order of the system can occur under 
conditions of faults, overload, imbalance, inadequate reactive power support, and etc. (Ji-Jen W., 2007). 

2.1. Electric Power Systems 

Electric power systems are a integrated system that is built to deliver generated electricity to consumers. Basically, the 
power systems examined in three parts namely production systems, transmission systems and distribution systems, are 
shown in Figure 1 with their most basic form. Electric energy obtained by using different sources on a power system is 
transmitted to consumption points with high voltage lines as high as possible and delivered to consumers at the required 
voltage level. 

Figure 1. Structure of the Electric Power Grid (MBizon, 2010)  

 

The continuous delivery of electricity to the user is directly related to the reliability of the system. Reliability can be 
improved by essential maintenance on the power systems, operating the system on optimal conditions, and expanding or 
renewing the system when the system is insufficient. On the other hand, partial out of service conditions may occur on the 
system, which in turn brings significant economic losses. 

2.2. Blackout of Electric Power Grid 

Electric power grid serves as a bridge between energy production plants and consumers. Energy supply-demand balance 
problems can ocur in time.  These problems can cause the voltage and frequency of the power grid to increase or decrease. 
As a result of these occuring distortions, the power system is causing the power generation plants to be out of order 
through the protection relays. As a result, the synchronization in the power grid is starting to finish and the system is 
partially or completely collapsed. In other words, if the nominal frequency and voltage values of the system can not be 
nominal, the blackout of the system is inevitable (Zeng B., 2014). 

Firstly, the preconditioning of the system must be investigated before the destructive effect, and the event that initiates the 
collapse should be investigated. The cascade events that come along with this event are the trigger of the collapse. If the 
system can not be intervened, the entire power grid can be lost. The first thing to do in the last phase of the collapse of the 
power grid is to initiate the restoration process (Yvon B.,2013). Phases of power grid collapse are shown in Figure 2. 

 

 

 

https://commons.wikimedia.org/w/index.php?title=User:MBizon&action=edit&redlink=1
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Figure 2: The Phase of the Collapse of the Power Grid  (Yvon B., 2013)  

 

2.2.1. General Reasons for Power Grid Collapses 

The collapses that occur in power systems arise due to five main factors in terms of system engineering (Yvon B., 2013). 
These are; 

 Voltage loss 
 Frequency loss 
 Phase angle imbalance 
 Production - consumption imbalance 
 Synchronization loss 

can be sorted as. The factors listed above do not occur under normal operating conditions. On the other hand, it can 
happen to collapse on the power grid with the effect of disruptive events that can occur inside or outside the system. The 
main disruptive effects that may cause blackouts on the system are listed below (Pakize C., 2011) : 

 Overloading of the equipment used on the system 
 Meteorological conditions 
 Power system faults 
 Fire, flood, earthquake etc. natural events 
 Operation mistakes 
 Wrong protection 
 Sabotage, cyber attack, etc. situations 
 Insufficient knowledge and experience 

2.2.2. General Results of Power Grid Collapses 

In the case of loss of energy in power systems or inability to reach consumers, both social and economic effects arise. In 
social terms, the problems that consumers may encounter are listed below: 

 Health, education, transportation etc. services interruption 
 Traffic problems beginng 
 Lighting problems and related problems 
 Communication network weakening 
 Problems related to the inability to use electrical household equipment 

In addition to all these, there are significant economic impacts due to the halt of production units, the failure of financial 
institutions, and the loss of industrial facilities. 

2.2.3. Major Blackouts Occured on The World and Turkey 

Blackout events can occur on power systems due to different reasons. Examples of headlines from the main blackout event 
on Earth are shown in Table 1 (Zeng B., 2015), (Yvon B., 2013), (ENTSOE, 2015), (UCTE, 2004), (UCTE, 2006).  

Considering the interruptions that are taking place on the world, it is seen that 670 million subscribers in India in 2012 have 
been left without energy. In the case of Blackout in the Pakistani energy system, there are 160 million subscribers. In 
general, the duration of interruption varies between 5 and 10 hours. However, after the Blackout in Canada in 2003, the 
system recovered 192 hours of complete recovery (Olga P. V., 2016). 
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When the causes of the blackout events shown in Table 1 are examined, it is seen that there are interruptions due to 
overloading and heating problems especially in eastern countries. Besides these, operator errors, inadequate protection 
system, meteorological conditions and failures arise as other causes of blackout. 

Table 2 presents the main blackout events and details seen in Turkey from 1999 to the present day. Table 2 shows that 
blackout events are caused by disasters, meteorological events and system operation problems. When the details of the 
Blackout incidents were examined, it was seen that in 1999 and 2016, the direct transmission system was interrupted as a 
result of the damage directly. The energy transmission lines were damaged due to the earthquake in 1999, and in 2016, 
demolition occurred in the poles due to excessive ice load (enerji.gov.tr, 2016). The beginning of the event in 2015 is 
emerging as a operation problem. During the event, production is concentrated in one region and consumption in another 
region. However, the energy system has been divided into two, the frequency drop in one part and the collapse in the other 
part due to the frequency increase (ENTSOE, 2015).  

Table 1: Major Blackout Incidents on the World 

  Date Country   Date Country 

1 11.9.65 Northeast of US 24 12.1.98 San Francisco and California , US 

2 5.1.77  Miami, US 25 7.1.99 New York City, US 

3 7.1.77 New York City, US 26 3.11.99 Brazilian power system 

4 12.19.78  France 27 1.2.01 India 

5 1.1.81  Idaho, Utah and Wyoming, US 28 1.12.03 Croatia and Bosnia Herzegovina 

6 3.1.82 Oregon, United States 29 3.31.03 Iran 

7 12.27.83  Sweden 30 8.14.03 Northeast of US and Canada 

8 7.23.87 Japan 31 8.28.03 South London 

9 1.12.87  Western France  32 9.5.03 The West Midlands, UK 

10 3.13.89 Qubec, Canada 33 9.23.03 Eastern Denmark and Sweden 

11 8.24.94 Italy 34 9.28.03 Italian power system 

12 12.14.94 Arizona and Washington, US 35 11.7.03 Most of Chile 

13 1.17.95 Japan 36 7.12.04 The Athens and Southern Greece 

14 6.8.95 Israel 37 3.14.05 Queensland, South Australia 

15 3.12.96 Florida, US 38 5.25.05 Moscow, Russia 

16 4.16.96 Southwestern of US 39 9.24.06 Pakistan 

17 7.2.96 14 states in the US 40 11.4.06 European power system 

18 8.7.96 Big Rivers Electric Corporation, US 41 4.26.07 Colombia 

19 8.10.96 California Pacific Northwest, US 42 2.26.08 Florida, US 

20 8.26.96 New York City, US 43 2.4.11 Brazilian power system 

21 9.21.96 Allegheny Power System, US 44 9.8.11 Arizona and Baja California, US 

22 10.30.96 New York City, US 45 7.31.12 India 

23 1.1.98 Canada, New York, New England 
 

  

Each blackout event on the Turkish power system has been examined in detail and future projections have been established 
depending on the reasons. In this context, additional supply scenarios were developed, load and reserve power 
management were updated, necessary renewals were made in the energy system. 
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Table 2: Main Blackout Incidents in Turkey 

Date Initiating Point Reason Restoration Time Result 

August 17, 1999 
(03:02) 

Marmara Region 
Natural disaster 
(Earthquake) 

The full restoration with 
regional restoration 
continued until the evening 
of August 18th. 

62 milyon kişi 
elektriksiz kalmıştır. 

January 14, 2012 
(13:43) 

Marmara Region 
(Bursa) 

Bursa Natural Gas 
Combined Cycle 
Power Plant's fall 
in natural gas 
pipeline due to 
cold weather 

From 14:15 hours, electricity 
was supplied to Edirne, 
Tekirdağ and Kırklareli in 
Trakya region. As of 16:30 
hours, 80% of the 
interruption was eliminated 
and 90% of the interruption 
was eliminated by 19:00 
hours. At 19:15 the operation 
of the system returned to 
normal operation condition. 

Istanbul, Sakarya, 
Kocaeli, Tekirdağ, 
Kırklareli and 
Edirne, more than 
20 million people 
living in electricity 
without electricity. 

March 31, 2015 
(09:36) 

Osmanca – Kurşunlu 
energy transmission 
lines 

Out-of-service 
Osmanca,Kurşunlu 
energy 
transmission lines 
carrying 1127 MW 
/ 1237 MVA 
because of 
overload 

As of 11:30 am, the Black Sea 
and the Eastern Anatolia 
Region were synchronized. 
At 16:12, the entire system 
was restored. 

The entire power 
grid is left without 
energy. 

December 29, 
2016 
(14:20) 

Istanbul 

Seven different 
energy 
transmission lines 
feeding Istanbul 
have been 
affected by ice 
loads and storms 

At 21:50, electricity could be 
supplied to the whole of 
Istanbul 

Iron and steel 
factories and 
cement factories 
have not provided 
electricity to the 
organized industrial 
zones and the 
demand has been 
minimized with 
partial interruptions 
in the districts. 

2.2.4. Solution Suggestions for the Prevention of Power Grid Blackouts 

Electricity that is uninterrupted and reliable is so important for consumers. It is imperative to take some precautions not to 
cause any interruption in the power system. The following measures can be taken to prevent possible collapses in the 
system: 

 Strategies for load management and risk factors should be identified 
 Operators must be trained and informed 
 The equipment used on the system must be regularly checked 
 System should be developed depending on increasing supply and demand 
 Necessary precautions should be taken for extreme weather conditions 
 Security measures should be taken against sabotages and cyber attacks that may occur in the system. 

3. RESTORATION OF ELECTRIC POWER GRID 

In some cases, the operating conditions of the power system may be broke down. This distortion can cause the power 
system to collapse or break down. Once such disturbances have occurred, the power should be returned to normal 
operating conditions as soon as possible (Sreeram R. K., 2015). Hence, it is imperative that the network restoration program 
of each transmission system operating institution (NERC, 2015). Evaluation of restoration process consists of preparation of 
subsystems and establishment of target systems. The most important issue in the restoration process is that the evaluation 
is done carefully and the correct decisions are taken. A delay or wrong decision at the time of the determination causes 
very serious economic loss in the system. 
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The operating conditions in the restoration process differ from the work performed under normal operating conditions. 
There are some technical issues to consider during restoration conditions. These are the protection of the voltage and 
frequency values in the system, reactive power control, production and load balancing, energizing the units that need to be 
energized first, communication and coordination of production operators and operation operators that control the system 
are required. Another important issue in the restoration process is the creation of controlled islands around the units with 
blackstart features. With the aid of these islands, the system must be energized step by step and controlled to feed the 
loads. 

It is a very important issue to reduce the recovery period to a minimum during the restoration of the electricity grid. Load 
distribution centers, transformer centers and operators in power plants should be in very good coordination during the 
restoration. 

As a result of the partial collapse of the electricity network, the production units that have been disabled are energized by 
utilizing the neighboring systems. However, as a result of the complete system collapse, the system will be energized with 
blackstart-enabled power generation units. 

3.1. Introduce of the Blackstart Feature of Power Plants 

Blackstart is a feature that allows a production unit or station to switch from a blackout condition to an operating state that 
provides electrical energy without the help of an electrical grid (Wikipedia, 2014). In normal operating conditions, the 
electricity used in the power plant is supplied by the production units in the power plant. If all the main production units of 
the power plant are off, the electricity required by the plant is provided by the energy transmission lines connected to the 
transmission line of the power plant. If the power grid is blackout completely, the electricity grid is also de-energized. A 
power generation unit with a blackstart feature is required to return the electrical grid to normal conditions. Some 
blackstart generators are available to provide blackstart for power plant (Few MW capacities). These generators are used to 
start large power units. This process enables the entire plant to be energized and energize to the power grid (Agrawal V., 
2010). 

Nuclear and thermal power plant units must have a ratio of 7% to 8% of their energy production capacity to energize units 
with blackstart capability. Power capacity of hydroelectric power plants should be  between 0.5% and 1%  while the energy 
production capacity should be between 1.5% and 2% on natural gas power plants (The National Grid, 2001). 

3.2. Energy Production Units Used to Provide Black Start 

Generally, hydroelectric power plants are designated as blackstart sources for energizing grid connections because of the 
hydroelectric power plant needs very little energy to start. Therefore it is most common to use  as a blackstart source 
(Wikipedia, 2014). 

Providing blackstart capacity is not economical to create a large standby capacity in fossil fueled power plants because the 
equipment has a high internal energy requirement. However, generator sets with the blackstart feature are produced 
nowadays. Together with the hydroelectric units, diesel generator sets, gas turbine generator sets and gas turbines of large 
dimensions can be used as a blackstart source (The National Grid, 2001). 

In February 2016, a Berlin-based company explained that a battery park with a capacity of 5 MW would be integrated with 
renewable energy sources and used as a blackstart source. It is announced that the project will last three year (Rob 
Compton, 2016). 

3.3. System Energization with Blackstart Featured Power Plants 

Blackouts in energy system are rare, but sometimes they can occur. As a result of the blackout of the energy system, the 
power plants are completely without energy. In this case, generators with the BlackStart feature should be fed primarily 
with external support units so that the system returns to the normal conditions again. Then the other units of the power 
plant are energized. Next, out of ordered energy transmission lines in the energized state are also energized. Then the base 
load plants are energized. Then, other power plants should be stepped in. Then, other power plants should take part step 
by step on power grid. 
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Figure 3: Energizing the Power Grid with the Blackstart Feature 

 

4. CONCLUSION 

Electric energy is utilized at every point of our daily life. As a result, interruptions that may occur on the power grid lead to 
significant loss. In this respect, blackouts which cause the network to be partially or completely out of service, need to be 
analyzed in detail. 

In this study, the blackout situations that can occur on the electric networks have been examined. The important blackouts 
encountered on the world and Turkey have been taken into consideration and their causes and results have been analyzed. 
Measures to be taken to avoid blackout situations have been put forward. In addition to this, the effects of the blackstart 
stations on the power grid on the recovery of the power grid have been examined. 

Considering this study, it has been observed that the use of different energy sources on the power grid both reduces 
blackout risk and contributes to power grid restoration by blackstart feature. 
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ABSTRACT  
The process of optimizing the dissolution of colemanite ore (2CaO.3B2O3.5H2O) in methyl alcohol by CO2 in a high-pressure reactor was 
evaluated by using the Taguchi method. Optimum conditions for the cholemanite mineral were determined to be as follows: reaction 
temperature: 140°C, reaction time: 50 min, calcination time: 240 min, calcination temperature: 450 oC, solid-liquid ratio: 1/6 g.mL-1, mixing 
rate: 500 cycle/min, pressure: 20 bar, grain size: -100 mesh and the amount of CaCl2: 7.5 g.  
 

Keywords: Colemanite, optimization, taguchi method. 
 

1. INTRODUCTION 

Boron is abundantly found in nature and the world’s largest boron mineral reserve is located in Turkey. Boron is an 
economically valuable mineral that is not found in its natural state, but forms borate minerals with alkali and alkaline earth 
metal oxides of elements like sodium, calcium, and magnesium (Alkan and Doğan, 2004). Among these minerals, tincal, 
pandermite, ulexite, and colemanite have the highest percentages of boron reserve and production (Demirbaş et al. 2000). 
Colemanite chemically known as 2CaO.3B2O3.5H2O is a boron mineral widely found in Turkey and is commercially valueable 
(Bayca, 2013). It is highly important to develop these boron reserves that form one of the most important underground 
treasures of Turkey, obtain new products from these reserves, and develop alternative economic and more 
environmentally-friendly technologies for present products. The most used source to obtain boron compounds in industry 
is boric acid (B2O3) (Şayan et al. 2006). Boric acid is formed as a result of reactions of boron minerals with various acid 
solutions.  

In this study, the purpose is to develop an environmentally-friendly method to produce trimethyl borate by using 
colemanite (2CaO.3B2O3.5H2O) and CO2. The purpose of this study is to investigate optimum conditions for the dissolution 
of colemanite ore in methanol by CO2 in a high-pressure controlled and high temperature reactor using the Taguchi 
method, and to develop an alternative process to produce trimethyl borate. 

2. LITERATURE REVIEW 

In the literature, the dissolution of boron minerals in various acid solutions was investigated, for example hydrochloric acid 
(Sis et al. 2015), phosphoric acid (Copur et al. 2000; Doğan and Yartaşı, 2014), sulphuric acid (Uysal et al. 2015), oxalic acid 
(Alkan and Doğan, 2004; Bayca et al, 2013), citric acid (Çiftçi, 2012), ammonium chloride (Alkan et al. 2013), ammonium 
sulfate (Kocakerim et al. 2007), propionic acid (Bulutçu et al. 2008)  water saturated with chlorine gas,  water saturated with 
both sulphurdioxide and carbondioxide (Kocakerim and Alkan, 1988; Şayan et al. 2006). 

3. METHODOLOGY AND DATA 

Colemanite ore used in this study was obtained from Bursa, in Turkey’s Kestelek region. The ore was ground and separated 
after sieving by standart sieves into four fractions: 297+250, -250+177, -177+149, and -149+125 µm. Mineralogical analysis 
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of the ore was done by X-ray diffraction (XRD), while its elemental analysis was done by Scanning Electron Microscopy-
Electron Dispersive Spectroscopy (SEM-EDS). The result of XRD analysis is shown in Figure 1. The colemanite mineral, based 
on EDS results, as shown in Figure 2, includes 24.13% B, 57.91% O, 12.40% Ca, 4.20% C, 0.24% Mg, 0.30% Al, 0.67% Si, and 
0.50% K. Thus, a majority of colemanite consists of B, O, Ca and C, while Mg, Al, Si and K exist in small quantities. 

Figure 1: XRD Pattern of the Colemanite Mineral

 

 

 

(a) 

(b) 
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Figure 2: SEM Micrograph (a) and EDS Pattern (b) of Colemanite Mineral 

  

The Taguchi method is an experimental design method that tries to minimize variabilities in the product and process from 
uncontrollable and changeable factors by selecting the optimum combination of controllable factors. An orthogonal series a 
special form of the fractional factorial design is used in this method. How this method differs from other statistical 
experimental design methods is that it evaluates the parameters affecting an experiment in two separate groups: i. e. 
controllable and uncontrollable parameters, and enables the researchers to examine numerous parameters at more than 
two levels. Because uncontrollable parameters cause high costs, it is appropriate to investigate levels of controllable 
parameters to minimize effects of uncontrollable parameters. Generally, the performance characteristic of each product or 
process should have a nominal or target value. The purpose is to decrease the variability around that target value. Optimum 
operating conditions to be determined at the end of the experimental study should usually give the same or similar 
performance values under different operating conditions or times. The optimization criteria to be used for this purpose 
should control the variability around the performance value at a minimum level. In the Taguchi method, such an 
optimization criterion is the performance statistics, SN (signal to noise ratio). The equations below are used to calculate the 
performance statistics (Pignatiello, 1988; Phadke, 1989): 
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where n is the number of repeated experiment; yi is the performance value; SNL, SNS, and SNT indicate performance 
statistics. If the purpose in a process is to reach maximum value, parameter levels, making the SNL value maximum are 
optimum. If the purpose is to obtain the minimum, then parameter levels making the SNS maximum are optimum. In the 
Taguchi method, if the experiment corresponding to optimum operating conditions is not available in the experimental 
plan, an additional model can be used by utilizing Equation 4 to estimate the performance value, i.e. dissolution percentage. 

Yi= µ+ Xi+ei                                                                                                                                                                                                                                                          (4) 
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where Yi is the estimated performance value of the i
th

 experiment; µ is overall mean of the performance value; Xi is the 
overall activity size of parameter levels used in the i

th
 experiment; ei is the experimental error. If experimental results are 

given in percentage, omega transformation of the obtained percentage values is performed before using the Yi equation. 
Later, the omega value estimated for optimum conditions:  
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where Ω (db) is the db value of the omega transformed percentage value and P is % value of the product obtained 
experimentally. Because the Yi equation calculated based on experimental results is point estimation, a confidence interval 
for the error of estimation must be constructed to decide whether an additional model is sufficient. The confidence interval 
is found by using the equation below (Çopur and et al. 2000; Çopur and Kızılca, 2015): 
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Where Se is the confidence interval for the effects of parameters; 

2

e
is the variance of the error; nr is the number of 

repetition of validation experiments; nAi, nBi, nCi…, Ai, Bi, Ci…indicate the levels of experiments (Phadke, 1989). If the 
estimated error is out of these limits, the additional model is not necessary. Validation experiments are a good tool to 
determine whether there is an internal interaction between parameters controlling the process. If the value estimated for 
optimum conditions is close to the observed value, this phenomenon indicates that there is no internal interaction between 
parameters. Otherwise, there is an internal interaction. 

Experiments were conducted in a high-pressure resistant, temperature-controlled steel reactor having a mixing setup. For 
the calcination studies, colemanite ore was poured in a steel plate of 5x25 cm and 2 mm thick. Calcination treatment was 
performed in an ash oven of 20x32 cm under conditions determined in the experimental design. Parameters determined for 
this system are calcination temperature and time, reaction temperature, solid to liquid ratio, pressure, grain size and 
amount of calcium chloride. For optimization, orthogonal series were used as the Taguchi experimental design (Roy, 1990). 
The solid substance and methyl alcohol determined in accordance with the solid to liquid ratio were added into the reactor, 
which was adjusted for the conditions determined. After the reactor content reached the desired temperature value, the 
experiments were initiated by adjusting the reactor pressure to the desired value with CO2 gas. At the end of reaction, B2O3 
analyses were performed in the precipitates of solutions by filtering them with a vacuum pump.  

Parameters used in this study and selected values are shown in Table 1 while the experimental plan based on the L
18

(3
7
) 

orthogonal series is shown in Table 2. 

Table 1: Parameters Studied in Experiments and Their Levels 

Parameters 
Levels 

1 2 3 

A Mixing rate  (rpm) 500 700  
B Calcination temperature (

o
C) 400 450 500 

C Calcination time (dak) 120 180 240 
D Solid-liquid ratio (gmL

-1
) 1/4 1/5 1/6 

E  Grain-size (mesh) -80 -100 -120 

F  Reaction temperature (
o
C) 130 140 150 

G CaCl2  amount (g) 7.5 10 15 
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Table 2: L
18

 (3
7
) Orthogonal Array Experimental Plan and the Amounts of B2O3 Dissolved in the Experiments 

 

Table 3: L
18

(3
7
) Orthogonal Series 

3. FINDINGS AND DISCUSSIONS 

The reaction between colemanite, CO2 and methyl alcohol can be expressed as follows: 

2CaO.3B2O3.5H2O+3CO2+9CH3OH→3H3BO3+3B(OCH3)3+2Ca(HCO3)2+4H2O+CaCO3                                                   (9)                                

 

Exp.no A  B C D E F G %B2O3 %B2O3 %B2O3 %B2O3 

1 1 1 1 1 1 1 7.5 83.46 82.95 83.49 83.50 
2 1 1 2 2 2 2 10 94.86 94.70 94.51 94.65 

3 1 1 3 3 3 3 15 96.14 95.14 95.85 96.11 

4 1 2 1 1 2 2 15 87.32 86.75 87.11 87.20 

5 1 2 2 2 3 3 7.5 94.63 93.90 93.80 93.85 

6 1 2 3 3 1 1 10 96.37 95.87 96.10 95.90 

7 1 3 1 2 1 3 10 93.88 94.12 93.50 93.95 

8 1 3 2 3 2 1 15 95.34 94.90 95.20 95.32 

9 1 3 3 1 3 2 7.5 94.45 95.25 94.15 94.30 

10 2 1 1 3 3 2 10 96.14 97.20 95.99 95.85 

11 2 1 2 1 1 3 15 87.16 86.95 87.01 87.19 

12 2 1 3 2 2 1 7.5 95.30 95.20 95.21 95.25 

13 2 2 1 2 3 1 15 94.74 94.70 94.81 94.80 

14 2 2 2 1 1 2 7.5 97.97 97.90 97.99 97.85 

15 2 2 3 2 2 3 10 85.88 84.99 85.94 85.90 

16 2 3 1 2 2 3 7.5 97.02 97.12 97.22 97.25 

17 2 3 2 3 3 1 10 79.49 79.54 80.10 79.85 

18 2 3 3 1 1 2 15 94.99 94.45 94.91 94.90 

 A B C D E F G 

Exp.No Mixing rate Reaction 
temperature 

Pressure S/L 
ratio 

Reaction time Grain size CaCl2 amount 

1 500 130 10 20/200 40 -80 2.5 
2 500 130 20 30/200 50 -100 7.5 
3 500 130 30 40/200 60 -120 15 
4 500 140 10 20/200 50 -100 7.5 
5 500 140 20 30/200 60 -120 3.75 
6 500 140 30 40/200 40 -80 10 
7 500 150 10 30/200 40 -120 7.5 
8 500 150 20 40/200 50 -80 15 
9 500 150 30 20/200 60 -100 2.5 

10 700 130 10 40/200 60 -100 10 
11 700 130 20 20/200 40 -120 7.5 
12 700 130 30 30/200 50 -80 3.75 
13 700 140 10 30/200 60 -80 11.25 
14 700 140 20 20/200 40 -100 2.5 
15 700 140 30 30/200 50 -120 2.5 
16 700 150 10 30/200 50 -120 7.5 
17 700 150 20 40/200 60 -80 10 

18 700 150 30 20/200 40 -100 7.5 
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Dissolution percentage values of B2O3 are shown in Table 3. Data obtained from the trials and analyses were evaluated by 
using the Minitab package program. 

In the Figure 3, between the performance statistics and levels of parameters, the numerical value of maximum points 
shows the best value of the related parameter. Accordingly, the following were obtained: optimum operating conditions A1 
(mixing rate: 500 cycles/min), B2 (calcination temperature: 450

o
C), C3 (calcination time: 240 min), D3 (solid/liquid ratio: 1/6), 

E2 (grain size: -100 mesh), F2 (reaction temperature: 140
o
C) and G1 (the amount of CaCl2: 7.5 g). Under these conditions, the 

passage ratio of B2O3 to the solution was found to be 98.4%. An F test was conducted to observe which parameters selected 
for optimization experiment designs are significant to the effects of impurities. Effective parameters were determined to be 
the solid-liquid ratio, reaction temperature, calcination time, and the amount of CaCl2.  

Figure 3: The Effect of Each Parameter on the Optimization Criteria for B2O3. 
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ABSTRACT  
Text summarization is compress the source text into a diminished version conserving its information content and overall meaning. Because 
of the great amount of the information we are provided it and thanks to development of Internet Technologies, text summarization has 
become an important tool for interpreting text information. Text summarization methods can be classified into extractive and abstractive 
summarization. An extractive summarization method involves selecting sentences of high rank from the document based on word and 
sentence features and put them together to generate summary. The importance of the sentences is decided based on statistical and 
linguistic features of sentences. An abstractive summarization is used to understanding the main concepts in a given document and then 
expresses those concepts in clear natural language. In this paper, gives comparative study of various text summarization techniques. 
 

Keywords: Text summarization, natural language processing, NLP, statistical approach. 
 
 

1. INTRODUCTION  

A summary can be defined as a text that is produced from one or more texts, that contains a siginificant partion of the 
information in original text(s), and that is no longer than half of the original text(s) [1]. According to another reference, text 
summarization is the process of distilling the most important information from a source (or sources) to  produce abridged 
version for a particular user (or users) and task (or tasks)[2]. 

Automatic Text summarization is a challenging problem and it gaining much significance these days. The automatic 
summarization means an automatically summarized output is given when an input applied. Although the research on the 
Automatic Text summarization has been started 1950’s in IBM Research Laboratories[3], in the recent years the field of Text 
Summarization has experienced an exponential growth because of the Internet. It is very difficult to manually summarize 
large documents of the text because there is a huge amount of information on the Internet. On the other hand, Internet is a 
rich library that provides more information than is demanded. Therefore,  it is crucial for searching relevant document 
through an huge number of documents available. The target of text summarization is shorten the source text into a 
diminished version conserving its information content and overall meaning.  

Text summarization methods can be classified into extractive and abstactive summarization. Abstractive Summarization is a 
method for novel phrasing describing the content of the text which requires heavy machinery from natural language 
processing, including grammars and lexicons for parsing and generation. Extractive Summarization is a method for 
determining salient text units (typically sentences) by looking at the text unit’s lexical and statistical relevance or by 
matching phrasal patterns [4] Abstraction approaches provide sophisticated summaries and adapt well to high compression 
rates while extraction approaches are easy to adapt larger sources although the resulting summaries may be incoherent.  
Extractive Summaries are formulated by extracting key text segments such as sentences or passages from the text, based 
on statistical analysis of individual or mixed surface level features[5].  

There are two different groups of text summarization. Inducative and Informative. Indicative summarization gives the main 
idea of the text to the user. The length of this summarization is around 5 percent of the given text. The informative 
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summarization system gives brief information of the main text. The length of the informative summary is around 20 percent 
of the given text [6].  

Furhermore, summarization methods can be classified according to source which can be single or multiple document 
summarization. In single document summarization, only one document is provided for summary generation. It is a simple 
and earliest approach for summarization. Extractive and abstractive both summaries methods can be applied on single 
document summarization. Multi document summarization is also very important part of summarization. More than one 
information sources are provided for summary generation. Many web based clustering systems like news were inspired 
from multi document summary. However, task of multiple document summarization technique is more difficult and 
complex than single document techniques. The real aim is not only to remove redundancy and indentify correct text for 
summary but also to provide novelty and ensuring that final summary should be coherent and complete in itself. So it was a 
challenge for them to consider all the documents and relate the summary[7]. 

2. PREPOROCESSING AND EXTRACTION FEATURES  

In this paper, we mention about single and multiple document Extractive Summarization techniques because the most of 
the current automated text summarization systems use extradiction methods. Extractive summarization process can be 
divided into three phases. First phase is Pre-Processing, second phase is Processing. 

In Pre-processing phase, there are many techniques, such as part of speech(POS) tagging, stop word filtering and stemming.  

2.1. Part of Speech(POS) Tagging 

Part of Speech Tagging is the the process of grouping or specifying the words of text according to speech category such as 
noun, verbs, adverbs, adjectives etc. The POS tagging process can be implemented by many algorithms such as Hidden 
Markov Model and Viterbi.   

Figure 1: Step by Step Text Summarization 

 

 

2.2. Stop Word Filtering 

Stop words are words which are filtered out before or after processing of text(corpus), it is fully non-objective depends 
upon the situation. For example, a, an, in, by can be considered as a stop words and filtered from plain text.  

2.3. Stemming 

Stemming is the process of reducing inflected (or sometimes derived) words to their word stem, base or root form. For 
example, removing from –ed or –ing from verbs, using singular instead of plural noun, etc. There are many NLP tools which 
are using stemmer algorithms for executing the stemming.  

2.4. Feature Calculation 

In order to calculate the score of sentence S, indicating the degree whether it belongs to summary or not, the following 
feautures are generally used in the score of sentences. 
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2.4.1.Title Similarity 

A sentence has good score if it has maximum number of words similar in the title. The title similarity can be calculated by 
the number of words in the sentence that occur in the title and the total number of words in the title. The title similarity is 
defined as; 

f1= 
𝑆∩𝑇

𝑡
  

In formula; 
S = Set of words in sentence 
T = Set of words in title 
𝑆 ∩ 𝑇 = Similar words in sentence and title of document. 

2.4.2.Sentence Position 

In this feature, a sentence is evaluated by its position in the text. Whether it is the first 5 sentences in the paragraph, 
sentence position in text gives the importance of the sentences. We consider the first 5 sentences in the paragraph. This 
feature score is calculated by[6, 12]. 

f2 = 5/5 for 1
st

, 4/5 for 2
nd

, 3/5 for 3
rd

,  
       2/5 for 4

th
, 1/5 for 5

th
,  

       0/5 for other sentences. 

On the other hand, simple and different formula is used when calculating sentence position value[13].  

f2 = 1, if sentence is the beginning sentence in the text, 
f2 = 0, if sentence is the middle of paragraphs in the text, 
f2 = 1, if sentence is the the last position in the text. 

2.4.3.Term Weight(Term frequency) 

The total term weight is calculated by computing tf and idf for document. Here idf refers to inverse document frequency 
which simply tells about whether the term is common or rare across all documents[12,13].  The score of important score wi 
of word i can be calculated by the traditional tf.idf methods.  

wi = tfi.idfi = tfi .log
𝑁

𝑛𝑖
 

tfi  = the term frequency of word i in the document 
N = the total number of sentences 
ni = the number of sentences in which word i occurs 
This feature can be calculated as follows.  

f3 = 
∑ 𝑊𝑖(𝑆)𝑘

𝑖=1

𝑀𝑎𝑥(∑ 𝑊𝑖(𝑆𝑖
𝑁)𝑘

𝑖=1 )
 

k= number of words in sentence 

2.4.4.Sentence Length  

This feature is suitable when eliminating the sentences which are too short such as datelines or author names. The short 
sentences are not expected to belong to the summary. 

f4 = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑊𝑜𝑟𝑑𝑠 𝑖𝑛 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑜𝑐𝑐𝑢𝑟𝑖𝑛𝑔 𝑖𝑛 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
 

2.4.5.Thematic Word 

This feature is related with domain specific words which occur frequently in a document are probably related topic. The 
score for this feature is calculated as the ratio of the number of thematic words that occur in the sentence over the 
maximum summary of thematic words in the sentence.  

f5 = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑆 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑊𝑜𝑟𝑑)
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2.4.6.Proper Nouns 

Generally, the sentence that involves proper nouns is essential and it is most possibly contained in document summary. The 
score for this feature is counted as the ratio of the number proper nouns that occur in sentence over the sentence length 
the important sentence which contains maximum number of proper nouns.  

f6 = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑜𝑝𝑒𝑟 𝑛𝑜𝑢𝑛𝑠 𝑖𝑛 𝑆

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝐿𝑒𝑛𝑔𝑡ℎ
 

2.4.7.Sentence to Sentence Similarity  

The cosine similarity formula gives the similarity between S and each other sentence. The term weight wi and wj of term  t 
to n term in sentence Si and Sj are represented as the vectors.  

Similarity(Si, Sj) = 
∑ 𝑊𝑖𝑡𝑊𝑗𝑡

𝑁
𝑡=1

√∑ 𝑊𝑖𝑡
2 𝑛

𝑡=1 √∑ 𝑊𝑗𝑡
2𝑛

𝑡=1

 

f7 = 
∑ 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑆𝑖,𝑆𝑗)

𝑀𝑎𝑥𝑖𝑚𝑢𝑚(∑ 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑆𝑖,𝑆𝑗))
 

2.4.8.Numerical Data 

Generally, the sentence that involves numerical data is essential and it is most possibly contained in document summary. 
The score fort his feature is calculated as the ratio of the number of numerical data that occur in sentence over sentence 
length. Its score is calculated as[12]: 

f8 = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 𝐷𝑎𝑡𝑎 𝑖𝑛 𝑆

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝐿𝑒𝑛𝑔𝑡ℎ
 

3. SUMMARIZATION METHODS 

3.1.Query Based and Generic Summarization 

In query based text summarization the scoring of the sentences of a given document is based on the frequency counts of 
words or phrases. Higher scores are given to the sentences containing the query phrases rather than the ones with single 
query words. The sentences with highest scores are then extracted for the output summary together with their structural 
context. Portions of text may be extracted from different sections or subsections. The resulting summary is the union of 
such extracts. In the sentence extraction algorithm, whenever a sentence is selected for the inclusion in the summary, some 
of the headings in that context are also selected[8]. 

The query based sentence extraction algorithm[9] is as follows; 

Algorithm: 

1: Rank all the sentences according to their score. 

2: Add the main title of the document to the summary. 

3: Add the first level-1 heading to the summary. 

4: While (summary size limit not exceeded) 

5: Add the next highest scored sentence. 

6: Add the structural context of the sentence: (if any and not already included in the summary) 

7: Add the highest level heading above the extracted text (call this heading h). 

8: Add the heading before h in the same level. 

9: Add the heading after h in the same level. 

10: Repeat steps 7, 8 and 9 for the next highest level headings. 

11: End while 

In generic summaries are not query based[10]. Query based summaries are biased because they do not provide the overall 
review of the source document. They deal with the user queries only hence not suitable for content overview. To define the 
category of the document and to describe the main key points of the document generic summaries are required. A best 
generic summary considers the main topics of the documents and tries to minimize the redundancy as less as possible.  
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Artificial intelligence (AI), deep learning, fuzzy logic and neural networks represent incredibly exciting and powerful 
machine learning-based techniques used to text summarization.  

3.1.1. Bayesian Classifier 

Given a training set of documents with hand-selected document extracts, develop a classification function that estimates 
the probability a given sentence is included in an extract. New extracts can then be generated by ranking sentences 
according to this probability and selecting a user-specified number of the top scoring ones.  

For each sentence s we compute the probability it will be included in a summary S given the k features               fj; j = 1…k, 
which can be expressed using Bayes’ rule as follows[22]: 

P(s 𝜖 𝑆 | 𝑓1, 𝑓2, … , 𝑓𝑘) = 
𝑃(𝑓1,𝑓2,…,𝑓𝑘 | 𝑠𝜖𝑆)  𝑃(𝑠𝜖𝑆)

𝑃(𝑓1,𝑓2,…,𝑓𝑘)
 

Assuming statistical independence of the features: 

P(s 𝜖 𝑆 | 𝑓1, 𝑓2, … , 𝑓𝑘) = 
∏ 𝑃(𝑓𝑗| 𝑠 𝜖 𝑆) 𝑃(𝑠 𝜖 𝑆)𝑘

𝑗=1

∏ 𝑃(𝑓𝑗)𝑘
𝑗=1

 

3.1.2. Hidden Markov Model 

Hidden Markov Model(HMM)[25] is an another method to extract a sentence from a document. In contrast to a naive 
Bayesian approach, the Hidden Markov model has fewer assumptions of independence. In particular, the HMM does not 
assume that the probability that sentence i is in the summary is independent of whether sentence i-1 is in the summary.  

The main idea is using a sequential model to account for local dependencies between sentences. In HMM Model, three 
features were used:  

 position of the sentence in the document,  

 number of terms in the sentence, 

 likeliness of the sentence terms given the document terms. 

 

Figure 2: Hidden Markov Model to Extract Three Summary Sentences from a Document. 

 

The HMM was structured as follows: it contained 2s + 1 states, alternating between s 
summary states and s+1 nonsummary states. The authors allowed “hesitation” only in nonsummary states and “skipping 
next state" only in summary states. Fig. 2. shows an example HMM with 7 nodes, corresponding to     s = 3. Using the TREC 
dataset as training corpus, the authors obtained the maximum-likelihood estimate for each transition probability, forming 
the transition matrix estimate, whose element (i ,j) is the empirical probability of transitioning from state i to j. Associated 
with each state i was an output function, (O) = Pr(O | state i) where O is an observed vector of features. They made a 
simplifying assumption that the features are multivariate normal. The output function for each state was thus estimated by 
using the training data to compute the maximum likelihood estimate of its mean and covariance matrix. They estimated 
2s+1 means, but assumed that all of the output functions shared a common covariance matrix. Evaluation was done by 
comparing with human generated extracts. 

3.1.3. Neural Networks Based Text Summarization 

Artificial Neural Networks(ANN) are one of the most popular and powerful classes of machine learning algorithms. ANN is 
used to generate summaries of arbitrary length news articles. A neural network is trained on a corpus of articles. The neural 
network is then modified, through fusion to produce a summary of the most ranked sentences of the article. Through 
feature fusion, the network discovers the importance of various features used to determine the Summary-worthiness of 
each sentence[16]. 

ANN has training and testing phases. In training phase, sentences in several test paragraphs where each sentence is 
identified as to whether it should be added in the summary or not. This is carried out by a human reader. The neural 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.204-213              Tas, Kiyani 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.591                                               209                                                    PressAcademia Procedia 

 
 

network learns the patterns which are inherent in sentences that should be added in the summary and those that should 
not be added.  

The Neural Network has three layered feed-forward structure. It consists of seven input layer neurons, six hidden layer 
neurons and one output layer neurons. Each sentence is represented as a vector [f1, f2,…, f7] which consists of 7 features. 
In this network, few features are different from before, but most of them are same.  The features are selected according to 
position of document or position of the sentence. 

f1 = Paragraph follows title (Paragraph Position) 
f2 = Paragraph location in document 
f3 = Sentence location paragraph 
f4 = First sentence in paragraph 
f5 = Sentence Length 
f6 = Number of thematic words in sentence 
f7 = Number of title words in sentence 

Figure 3: The Neural Network after Training 

 

Text Summarization process consists of three phases: training, feature fusion and sentence selection. The first step involves 
training a neural network to recognize the type of sentences that should be added in the summary. In the second step, 
reduce the neural network and collapses the hidden layer unit activations into discrete values with frequencies. The third 
step, sentence selection, uses the modified neural network to filter the text and to select only the highly ranked 
sentences[17].   

Figure 4: The neural Network after Pruning 

 

The hidden layer activation values for each children layer neuron are clustered utilizing an adaptive clustering technique. 
Each cluster is identified by its centroid and frequency. The activation value of each hidden layer neuron is replaced by the 
centroid of the cluster, which the activation value belongs to. This corresponds to collapsing the effect of common features. 
The combination of these two steps corresponds to generalizing the effects of features, as a whole, and providing control 
parameters for sentence ranking.  

Another technique[18] which is using Neural Network for text summarizing add “Numerical Data Feture” to feature input 
list so their network uses 8 input neurons.  After finding high ranked summary sentences by neural network we feed these 
sentences to rhetorical structure to find the discourse structure from that and find rhetorical relation in sentences which 
may help in finding better summary sentences, which further might be used to form better summary.  
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Rhetorical Structure Theory[19] using rhetorical relations provide a methodical way for an analyst to analyse the text. An 
analysis is usually constructed by reading the text & building a tree using the relations. The example given below is a title 
and summary, the original text, broke down into units having numbers, is:  

1. The Perception of Apparent Motion 

2. When the motion of an intermittently seen object is ambiguous 

3. the visual system resolves confusion 

4.by applying some tricks that reflect a bulletin knowledge of properties of the physical world. 

Figure 5: Rhetorical Relations 

 

In the figure 3 number 1, 2, 3, 4 displaying the correspond units as explained above. 4th unit and 3rd unit forming a relation 
neans. 4th unit is the important part of this relation. So it is known as nucleus of the relation and 3rd unit is known as 
satellite of the relation. Similarly 2nd unit to 3rd and 4th unit is forming relation condition. spans may be composed of two 
or more units[18]. 

3.1.4. Fuzzy Logic Based Text Summarization 

In this method, Fuzzy Logic rule and fuzzy logic set are used to extract the important sentences based on their features. 
Fuzzy logic techniques provide decision-support and expert systems with strong reasoning capabilities. Fuzzy logic set 
proposed by Zadeh[29] is a mathematical tool dealing with uncertainity, imprecision, vagueness and ambiguity. A few 
studies were done in text summarization. Witte and Bergle[30] present a fuzzy-theory based approach to coreference 
resolution and its application to text summarization. Automatic determination of coreference between noun phrases is 
fraught with uncertainty. They show how fuzzy sets can be used to design a new coreference algorithm which captures this 
uncertainty in an explicit way and allows us to define varying degrees of coreference. Patil and Kulkarni[31] also use Fuzzy 
Logic to score sentences after feauture selection and pre-processing step. They use eight features for text summarization: 
title word, sentence length, sentence position, numerical data, thematic words, sentence to sentence similarity, term 
weight and Proper Nouns.  

The system involve in  following steps: 

 Perused the source archive into the system, 

 In preprocessing step, the system extracts the individual sentences of the original documents. After, separate the 
input document into individual words. Next, remove stop words. The last step for preprocessing is word 
stemming; 

 each sentence is related in vector of eight features that mentioned in Section II, whose values are obtained from 
the content of the sentence; 

 the features are calculated to obtain the sentence score base on fuzzy logic method shows in Figure 6.; 

 a set of highest score sentences are extracted as document summary based on the compression rate. 

Fuzzy Logic System includes four components: Fuzzifier, Inference Engine, Defuzzifier and Fuzzy Knowledge Base. In the 
fuzzifier, crisp inputs are translated into linguistic values using a membership function to be used to the input linguistic 
variables. After fuzzification, the inference engine refers to the rule base containing fuzzy IFTHEN rules to derive the 
linguistic values.  
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Figure 6: Text Summarization Flowchart with Fuzzy Logic 

 

In the last step, the output linguistic variables from the inference are converted to the final crisp values by the defuzzifier 
using membership function for representing the final sentence score[12]. In order to implement text summarization based 
on fuzzy logic; 

Thus each sentence is associated with 8 feature vector. Using all the 8 feature scores, the score for each sentence are 
derived using fuzzy logic method. The fuzzy logic method uses the fuzzy rules and triangular membership function .The 
fuzzy rules are in the form of IF-THEN .The triangular membership function fuzzifies each score into one of 3 values that is 
LOW, MEDIUM & HIGH. Then we apply fuzzy rules to determine whether sentence is unimportant, average or important. 
This is also known as defuzzification. For example IF (F1is H) and (F2 is M) and (F3 is H) and (F4 is M) and (F5 is M) and (F6 is 
M) and (F7 is H) and (F8 is H) THEN (sentence is important).  

In sentence selection phase, all the sentences of a document are ranked in a descending order based on their scores. Top n 
sentences of highest score are extracted as document summary based on compression rate. Finally the sentences in 
summary are arranged in the order they occur in the original document. 

4.EVALUATION 

Evaluation methods are necessary to compare results between text summarization methods. Two main criterion for 
evaluating the proficiency of a system is precision and recall which are used for specifying the similarity between the 
summary which is generated by the system versus the one generated by human. The terms are defined in the following 
equation[23]. 

Precision = 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝐶𝑜𝑟𝑟𝑒𝑐𝑡+𝑊𝑟𝑜𝑛𝑔
 

Recall = 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝐶𝑜𝑟𝑟𝑒𝑐𝑡+𝑀𝑖𝑠𝑠𝑒𝑑
 

In these formula;  

Correct = the number of sentences that are the same in both summary which are generated by the system and human. 

Wrong = the number of sentences presented in summary and produced by system but is not included in the Summary 
generated by human.  

Precision = the number of suitable sentences which are extracted by the system and Recall specify the number of suitable 
sentences that the summarization system missed. 

Compression Ratio(CR) = 
𝐿𝑒𝑛𝑔𝑡ℎ(𝑆)

𝐿𝑒𝑛𝑔𝑡ℎ(𝑇)
 

Retention Ratio(RR) = 
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑆

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑅
 

The ROUGE, a set of metrics called Recall-Oriented Understudy for Gisting Evaluation, evaluation toolkit [28] that has 
become standards of automatic evaluation of summaries. It compares the summaries generated by the program with the 
human-generated (gold standard) summaries. For comparison, it uses n-gram statistics[27]. 
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5. CONCLUSION 

Owing to fast growth of technology and use of Internet, there is information overload. This problem can be solved if there 
are strong text summarizers which produces a summary of document to help user. In the last decades, Automatic Text 
Summarization is a popular research area and attracts a lot of attentions from different science branches. In this paper, we 
discuss type of summarization methods which might be used in a system to produce summary. Text summarization 
methods can be classified into extractive and abstactive summarization. An extractive summary is selection of important 
sentences from the original text. Abstractive Summariy is a method for novel phrasing describing the content of the text 
which requires heavy machinery from natural language processing, including grammars and lexicons for parsing and 
generation. Especially, this paper is focussing on extractive summarization methods. 

Extractive bases summarization methods Bayesian Classifier, Hidden Markov Model, Neural Networks and Fuzzy Logic have 
to an extent, succeeded in making an effective summary of a document. 
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ABSTRACT  
The thermal behavior of chalcopyrite ore concentrate was used thermogravimetric analysis (TG) coupled by differential thermal analysis 
(DTA). The thermal analysis were done up to 900oC from 0oC at different heating rates (2, 5, 10, 15 and 20 oC /min) under air atmosphere. 
The ore was calcined at 30, 60, 90 min and 350, 400, 450, 600, and 800oC and investigated sulphation proportions. The products of 
obtained calcination were characterized by XRD, SEM/EDS, FTIR analysis. Based on the conclusions obtained was confirmed the thermal 
behavior of the ore. 
 

Keywords: Chalcopyrite, thermal analysis, calcination, sulphation, characterization 
 

 

1. INTRODUCTION 

Copper, is one of the most important among industrial metals, has a wide use area in industry such as cooling and 
refrigeration tubing, electrical equipment, jewelry, electrical power cables, heat exchangers. It is present usually as metallic 
in small quantities, and mostly as sulphated minerals, oxidized minerals and complex minerals in nature. Chalcopyrite 
(CuFeS2), a copper sulphide minerals, is the most exploited as primary sources of copper. But the dissolution of copper 
sulphide minerals is quite difficult (Parasad et al., 1999; Mikhlin et al., 2004). Such minerals need to be converted into 
sulphate in order to be converted into soluble structure. The transformation to the sulfate structure by preheating of the 
minerals in the sulfur structure is called roasting. There are three common roasting methods: chlorination roasting, 
oxidation roasting and sulfation roasting. In the chlorination roasting; for the formation of metal chlorides to metal 
sulphides are a type of roasting made by the addition of some chlorinating agent, chlorine gas or some chlorides. This 
methods is a threat to the environment due to released gas (HCl, Cl2) from the furnace. In oxidation roasting made of 
roasting at high temperature copper will cause a loss by creating copper ferrite. The sulfation roasting is an important route 
to recover copper from a copper sulphide minerals because during this process water-soluble sulphate and acid-soluble 
oxide compounds of copper are dissolved in the environment. At the same time, sulfur gas released during the roasting 
process ores with sulphide content are both stored and converted to sulfuric acid. It is known that due to its hazardous 
nature, SO2 is not environmentally friendly and harmful to health and difficult to handle. (Copur et al., 2015; Zhao et al., 
2015). The ore is oxidized after roasting process. Chemical conversion reactions during roasting are utilized 

to change the connection of the element to be recovered in metallurgy. Creating a technical possibility or going to a more 
economical work requires the application of such reactions. It is quite difficult to predict the reaction and mechanism of 
chalcopyrite ore, which is characterized as a complex mineral. This is mostly because of a few other reaction taking place 
with one another interlocutory products. Define an exclusive temperature range for a demand product is very important for 
the process. Additionally, take into account the complexity of the process, define the reaction sequence may be determined 
by using TG/ DTG (thermal analysis techniques). These techniques are very beneficial for comprehension and planning of 
phase transformations and the selectivity (Parasad et al., 1999). 
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In the present work, the contribution of sulfation roasting for the recovery of copper from ore a copper sulfide content was 
investigated. As a contribution to the better knowledge of this process, reaction and mechanism of roasting process of 
chalcopyrite ore were determined the thermal analysis techniques (TG/ DTG). Supported with XRD-SEM-EDS-FTIR results of 
roasted products at selected temperatures.  

2. LITERATURE REVIEW 

Sargsyan and Hovhannisyan (2010a) were determined as the optimal roasting temperature (650± 10
o
C) and the roasting 

time (30 min) with sulfating roasting chalcopyrite concentrates of distinct pyrite contents for the recovery of copper. 
Sargsyan and Hovhannisyan (2010b) determined using thermal analysis techniques (TG/ DTG) the phase transformations 
forms in chalcopyrite cuprum concentrate. They reported that Cu-Fe-S transform into water-soluble sulphate phases at 
temperatures up to 676

o
C and into oxides when the temperature is greater than 676

o
C. Jain et al. (1982) inspected the 

optimum temperature of roasting CuFeS2 ore for the optimum recovery of copper from CuFeS2 ore in H2SO4 solutions in a 
mullite tube furnace. They determined that they reached a maximum value of the copper concentration in owing to the 
formation of soluble sulfates at a temperature of 550

o
C and afterwards begins decrescenting due to the formation of 

insoluble ferrites. Parasad et al. (1988) studied using thermal analysis techniques (TG/ DTG) the phase transformations 
forms with of some additives such as Fe2O3, Na2SO4, FeSO4 to chalcopyrite ore. They display that these additives 
contributed to copper concentrate of the sulphation roasting at 773K. They determined that there was more sulphation 
with Fe2O3, Na2SO4, and FeSO4 than without any addition. Gülfen and Aydın, 2010 were studied calcination of chalcopyrite 
ore with Fe2O3 as sulfation agent and without any agent addition. They were found that Fe2O3 addition contributed more 
copper sulphate conversion and as the optimal roasting temperature (873K) and the roasting time (60 min). Zhao et al. 
(2015) were studied sulfation roasting with Na2SO3 as sulfation agent and without any agent addition to recover copper 
from the CuFeS2 concentrate. They were determined as the optimal roasting temperature (500˚C - 550˚C) and the roasting 
time (1200 min). 

3. METHODOLOGY AND DATA 

The chalcopyrite ore was from the Rize Çayeli of Turkey. The chemical analysis of the concentrate for 63 µm sieve is 
dedicated in Table 1.Mineralogical analysis of the concentrate was implemented using XRD (X-ray diffraction) (Bruker D8 
Advance) powder diffraction. The results are shown in Fig. 1. CuFeS2 and FeS2 are a large amount of and other compounds 
such as ZnS, Cu2S are smaller amounts of in the sample. In addition, SEM (energy dispersive X-ray spectroscopy) and EDS 
(energy dispersive X-ray spectroscopy), which combines surface microstruture and elemental compound  of the 
chalcopyrite ore was defined by using X-MaxN attached to a JEOL 6010 LV Oxford Instruments in Fig. 2. The EDS analysis 
shows O, Fe, Cu, Al, Zn, Si, S, and Pb. (The percentage ratios of the elements:  1.21, 23.77, 26.54, 1.55, 0.17, 0.22, 22.34 and 
Pb- 24.20, respectively). 

Table 1: The Chemical Analysis of Chalcopyrite Ore 
 

 

Figure 1: XRD Recordings of Chalcopyrite Concentrate  

                                                                                   

 

 

 

                                                                                  

 

 

 

 

Element   Cu    Fe     S   Zn    Pb 

Percent (%) 24.88 29.46 34.23  2.19  1.19 
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2Theta /degree 

The thermal analysis were performed using NETZSCH STA 409 PC Luxx instrument. The ore samples of 15-20 mg were used 
and Measurements carried out in air atmosphere at 2, 5, 10, 15 and 20 K/min heating rates at 298-1173 K. FTIR spectrum 
was recorded   to identify the chemical structure of the ore using Perkin Elmer spectrometer 100 in Fig. 3. The peak 480 cm

-

1
 and 600 cm

-1
 are FeS bands at, 612 cm

-1
 is ZnS bands, the peaks at 1390–1290 cm

-1
 are asymmetric stretching of (S–O) and 

the peaks at 1190–1120 cm
-1

 are symmetric stretching of (S–O) in Fig. 3. 

Figure 2: SEM Image of Chalcopyrite Core and EDS Pattern (inset) 

 

Figure 3: FT-IR Spectrum of Chalcopyrite Ore
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The roasting process was performed on a porcelain capsules at 30, 60, 90 min and 350, 400, 450, 600, and 800
o
C in an ash 

oven at a rate of 60 cm
3
 min

-1
 under the flow of air. Afterwards these roasted chalcopyrite patterns were weighed (in Table 

2). XRD-SEM-EDS-FTIR results were applied to the samples obtained in the roasting experiments at selected temperatures. 

Table 2: Mass Changes in Roasting of Chalcopyrite Ore 

Roasting time (min.)                                             Roasting temperature (g) 

 623K 673K 723K 873K 1073K 

30 -1,2 -0,9 4,13 -6,42 -24,33 

60 -1 -0,93 4,34 -6,12 -24,09 

90 -1,6 -1,3 4,44 -7,42 -22,45 

3. FINDINGS AND DISCUSSIONS 

The roasting process was carried 350, 400, 450, 600, and 800
o
C. The differences in mass amounts depending on the effect 

of roasting temperature are shown in the Fig. 4. In the roasting of chalcopyrite ore, weight changes that occur during 
calcination are shown in Table 2 and Fig. 4. Based on weight changes resulting from roasting the chalcopyrite ore, an 
increase was observed up to 723K. At 723K, a weight change of 4% was not significant. 

Figure 4: Effect of Roasting Temperature 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At 873K, a substantial change in mass did not occur, but there was a considerable mass loss (24%) observed at 1073K. 
Above 723K, a weight increase occurred from the formation of sulfate compounds; at temperatures much higher than 
723K, the weight decreased because of the degradation of sulfate compounds and decomposition of sulphide components 
in the chalcopyrite ore. Because the sulfate compounds formed readily dissolve in a leach environment. The optimal 
roasting temperature was achieved at 500 °C. Also, thermal studies (DTA-TGA) were utilized to observe the transformation 
phases of chalcopyrite to copper sulfate. The overall graphs of DTA-TGA curves of chalcopyrite ore are shown in Figs. 5 and 
6. With increasing heating rates from 2 K/min to 20 K/min, DTA curves recorded at different heating rates have similar 
patterns although peaks usually change at elevated temperatures. 
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Figure 5: TG Analysis of Chalcopyrite Ore 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: DTG Analysis of Chalcopyrite Ore 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Furthermore, each DTA curve has two parts. The first part includes three exothermic peaks corresponding to oxidation of 
sulfides at low temperatures, whereas the second part includes endothermic peaks corresponding to the decomposition of 
previously formed sulfate and copper oxide-sulfate compounds. Figs. 4 and 5 reveal that the oxidation of chalcopyrite on its 
surface layer occurred at temperatures between 320 °C and 360 °C, depending on heating rates. A substantial increase is 
not observed in TGA curves at these temperatures, whereas small-scaled exothermic peaks are seen in DTA curves. At this 
temperature, copper matte a mixture of Cu2S and FeS is obtained. The reaction, as stated by Sokic et al. (2008), can be 
represented by the following equation:  
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2CuFeS2+O2 (g) → Cu2S+2FeS+SO2 (g)                                                                                   (1)      

Resulting from intense oxidation of the inner layer of chalcopyrite and simultaneous degradation of pyrite in the sample at 
temperatures between 370 °C and 400 °C, a high-intensity exothermic peak is clearly observed in the DTA curves. At this 
stage of the process, the formation of elemental sulfides decreased the amount of the original material. 

2CuFeS2 + O2 (g) → Cu2S + 2FeS+ SO2 (g)                                                                          (2) 

2FeS2+2O2 (g) → FeS + 2SO2 (g)                                                              (3) 

2CuFeS2→ Cu2S + 2FeS + S                                                             (4) 

In subsequent heating operations, the weight of the sample increases and a moderate-intensity exothermic peak forms in 
DTA curves in the temperature range 420 °C to 520 °C. At this stage of the roasting operations, iron sulfate, copper sulfate, 
and copper oxide-sulfate compounds form. With further increases in temperature, based on the TGA curves, the weight of 
the sample decreases by small amounts resulting from the degradation of iron sulfates; in DTA curves, unclear endothermic 
peaks form in the temperature range 525 °C to 580 °C. 

2FeSO4 →Fe2O3 + SO2 (g) + SO3 (g)                                                            (8) 

Sulfates start to degrade at temperatures above 700 °C. 

CuSO4→ CuO + SO3 (g)                                                                                                   (9) 

CuO·CuSO4→ 2CuO + SO3 (g)                                                                                           (10) 

At these temperatures, weight loss is observed in the TGA curves, and two endothermic peaks are seen in the DTA curves. 
At a heating rate of 2 K/min, peaks representing the degradation of copper sulfate and copper oxysulfate are observed at 
temperatures of 725 °C and 710 °C. As heating rates are increased, copper sulfate and copper oxide sulfate begin to 
increase simultaneously at some stages; therefore, the peaks overlap. Prasad et al. (1999) indicated that during the roasting 
of chalcopyrite in air, the oxidation mechanism first results in formation of Cu2S and FeS. Subsequently, Cu2S transforms 
into Cu2O, followed by the CuO.CuSO4 transformation. Finally, CuO.CuSO4 transforms into CuSO4.  According to these 
authors, the oxidation process of chalcopyrite follows the path shown below. 

CuFeS2→Cu2S→Cu2O→CuO→ CuO.CuSO4→ CuSO4                                                                      (11) 

XRD recordings of the patterns of roasted chalcopyrite at 500, 600 and 700
o
C are showed in Fig. 7. In Fig. 7 is shown XRD 

recordings of patterns of roasted chalcopyrite at 500, 600 and 700
o
C. Remarkably, the existence of iron and copper in 

different types of sulfates and sulfides can be seen: CuSO4, FeSO4, FeS at 500
o
C and 600

o
C. 

 

Figure 7: XRD Recordings of Chalcopyrite Ore for 500, 600 and 700
o
C 
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Furthermore, SEM (the surface microstructure) - EDS( the contents of the elements) techniques indicated that there are O, 
S, Fe, and Cu in Fig.8 (The percentage ratios of the elements:  36.33, 10.37, 25.70 and 23,12, respectively) and O, S, Fe and  
Cu in Fig. 9 (The percentage ratios of the elements:  20.76, 3.55, 49.63 and 11.90, respectively). It involving Fe2O3 and CuO 
as final products at 700

o
C and SEM - EDS techniques indicated that there are O, S, Fe and Cu in Fig. 10 (The percentage 

ratios of the elements:  22.97, 0.32, 23.72 and 42.46, respectively).  
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Figure 8: SEM Images of Chalcopyrite Ore for 500
o
C (a) and EDS Pattern (b) 

 

 

 

Figure 9:  SEM Images of Chalcopyrite Ore for 600
o
C (a) and EDS Pattern (b) 
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Figure 10: SEM Images of Chalcopyrite Ore for 700
o
C (a) and EDS Pattern (b) 

 

Besides, FT-IR results confirmed these results. (Fig.11). The strong peak (S-O bands) at 1190–1120 cm
−1

 and 1390–1290 cm
−1

 
confirmed the presence of sulfates and sulfides. Also, the peaks at 525cm

−1
 and 580 cm

−1 
demonstrated the presence of 

CuO at 462cm
−1

 and 560 cm
−1

 the presence of Fe2O3 (Rahman et. al., 2011; Suan et. al., 2011). The sulfation results 
chalcopyrite samples calcined at 400-900 

o
C are shown in Fig.11. 
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Figure 11: FT-IR spectrum of chalcopyrite ore for 500
o
C (a), 600

o
C (b) and 700

o
C (c) 

 

5. CONCLUSION 

This work was determined as the optimal roasting temperature (500
o
C) and with sulfating roasting chalcopyrite 

concentrates for the recovery of copper. The phase transformations forms in chalcopyrite ore determined using thermal 
analysis techniques (TG/ DTG). The present study reported that Cu-Fe-S transform into water-soluble sulphate phases at 
temperatures up to 700 and into oxides when the temperature is greater than 700

o
C. The products of obtained roasted at 

selected temperatures for reaction and mechanism of roasting process were both characterized and supported by XRD, 
SEM/EDS, FTIR analysis 
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ABSTRACT 
The article starts with various definitions of technology foresight from the literature and new definition is given by the authors. 
Prominent definitions of foresight are analyzed and given according to their different elements in the literature. By assessing 
the evolution of foresight as a term and its five generations through time, the foresight of sixth generation is set forth. Based 
on the literature analysis, foresight generations are grouped into four main categories. Foresight frameworks are analyzed and 
a generic foresight functional model with nine consecutive phases named ‘FORESIGHT’ is suggested. Functions in the 
FORESIGHT model are matched with the phases of main foresight frameworks in the literature based on their actions and 
artifacts within specific phases. It is like a guide for practitioners of which activities are carried out in foresight studies.  
 

Keywords: Foresight, foresight framework, foresight generations. 
 

 

1. INTRODUCTION  

Humans have a capacity to systematize the estimation of future events [1]. Voros [2] defines the Three Laws of 
Future based on the suggestion of Amara [3] as it is not predetermined, not predictable and the selection of 
today affects its outcomes. Since the future itself is a complex subject coming from its uncertain nature, futures 
oriented studies are difficult to determine and realize. Any statement related with future cannot be confirmed at 
the time when they are built [4]. 

It is a challenge or almost impossible to predict the future. Following quotes show the difficulty of predicting the 
future developments and prove the need a new approach to the future related matters: 

-  "Everything that can be invented has been invented", Charles H. Duell, Commissioner, US Office of Patents, 
1899. 

- "Airplanes are interesting toys, but of no military value", Marshall Foch, 1911. 

- "There is no reason for an individual to have a computer at home", Ken Olsen, Chairman of Digital Equipment 
Corporation, 1978. 

Unlike future as a term, which invokes “looking ahead” [5], futures studies also include “looking back” [6] and 
looking present. Since futures is very wide subject, there is different terminology about it as futures research, 
"futures studies", sometimes futures analysis, futurism, futuristics, or even futurology [2]. According to Sardar 
[5], suffix of –logy in futurology which shows the meaning of certainty and objectivity is not suitable for futures 
having ambiguity. He mentions about the linguistic and pronunciation difficulty of futuristics and lethality of 
futurism’s logic which implies that science will provide knowing the future. While Voros [2] prefers to use Futures 
since the term gives the plurality of different futures, Sardar [5] finds the best suitable term as Future Studies 
with the same reasoning of Voros. Futures are evaluated as extensive professional and academic area continuing 
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to develop with its methods, tools and research [7]. Futures studies are multi-disciplinary, trans-disciplinary and 
un-disciplinary

1
 [5] activities for the future.  

When looking at the literature, forecast and foresight as future studies come into prominence. While forecast is 
mainly passive attitude for the single future, foresight is systematic active attitudes of today for diverse futures. 
Foresight has wider aim such as involvement of broad participation, invoking the policy makers with its outputs 
[8] and providing greatest economic and social benefits [9]. Forecast is a set of techniques which are used to 
convert inputs to outputs whereas foresight is mainly a process of which techniques are used to create common 
understanding, commitment and networking [10]. According to Loveridge [11] foresight is structurally based on 
the “uncomfortable marriage of well-structured and tested information to its counterpart subjective opinion”. 
The timeline in Figure 1 shows the history of foresight as a term.  

Figure 1: Timeline of Foresight as a Term
2
 

 

Hines and Gold [12] researched about the foresight profession and assessed its status against the 
common criteria of profession. Since they concluded that it corresponded the requirements of 
capacity, field and discipline more or less but it was not able to emerge as profession by 2013. 
Together with the knowledge economy in globalized world, it is undeniable that science and 
technology are the major determinants of the future. So, technology foresight becomes the most 
important type for future studies. Martin [13] defines Technology Foresight (TF) as "A process 
involved in systematically attempting to look into the longer-term future of science, technology, the 
economy and society with the aim of identifying the areas of strategic research and the emerging 
generic technologies likely to yield the greatest economic and social benefits". TF also creates 
networks between the stakeholders by invoking awareness about opportunities, threads, social and 
economic needs, benefits or damages. TF studies contribute to knowledge creation by building Ba

3
 

which is shared extent of the relations emerged from interactions between individuals, groups and 
environment [14] and filling the Ma

4
 which represents the spaces between boundaries of Ba such as 

disconnection of stakeholders or physical distance between them.  

TF is just one of the analyses of Technology Future Studies (TFA) or Future oriented Technology 
Analyses (FTA). Different forms of FTA, which covers emerging technology conditions and types, 

                                                 
1 It consciously rejects the status and state of a discipline while being a fully-fledged systematic mode of critical inquiry. 
2  Miles [22] was used in building timeline of foresight.  
3 Japanese term come up with by philosopher Kitaro Nishida and developed by Shimizu 
4 Japanese word which can be roughly translated as "gap", "space", "pause" or "the space between two structural parts [43]. 
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technology development paths and their impacts systematically, such as technology forecasting, 
technology intelligence, technology assessment, technology roadmapping exist concurrently with TF 
[15]. 

In Table 1, elements of various foresight definitions in the literature are shown. Elements are listed 
based on the number of references given. In accordance with the model suggested in this study, a 
new foresight definition is set forth as follows:  

“Foresight is a systematic and multidisciplinary process with proper methodology combinations for 
identifying technological, economic and social areas to prioritize investments and research in order to 
determine medium or long term future strategies by using all level of resources from organizational to 
international.” 

2.FORESIGHT GENERATIONS 

Foresight studies can be divided into different generations based on the scope, goals and methods involved 
within foresight processes. In the literature, there are different approaches which can be categorized under 4 
main groups towards generational models of foresight as shown in Figure 2.  

Linstone [16] classifies foresight generations into three groups based on certain society. 

I. First generation (ca. 1800 - Industrial Society): Foresight activities were mainly based on technology 
forecasting which dated back to industrial era with Taylor’s scientific management. Quantitative, semi-
quantitative and qualitative tools were developed in order to forecast and predict technological developments. 

II. Second generation (ca. 1970 - Information Society): Information technology has noteworthy impact in 
effecting simultaneous centralization and decentralization or globalization and localization. Computer capabilities 
have been used for forecasting. It has become possible to use vast majority of databases and computer power in 
order to reach and process huge volumes of data. 

III. Third generation (ca. 2025 - Molecular Society): This era is founded on molecular level with nanotechnology, 
biotechnology, and materials science stepping forward. It is also referred to as the Nano-biotechnology era and 
the Micro and Nanotechnology era (MNT). Nanotechnology is expected to lead to a vast increase in 
computational power and intelligence which are exploited in foresight methods and activities. As one of the main 
triggers of the foresight studies, globalization plays an important role in emerging of foresight generations. 

Table 1:  Elements of Various Foresight Definitions 
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Systematic studies/process X   X  X X      X  X X 

Looking at medium and long term future X    X X  X    X    X 

Participatory, collective, networking 
process 

    X X X  X  X  X    

Building visions      X X  X  X      

Gathering intelligence      X X          

Learning process           X X     

Mobilized actions      X X          

Joining key agents of change and 
knowledge sources 

     X      X     

Assessing scientific and technological 
developments 

   X             

Looking into science, technology, 
economy and society 

X                

Identifying technologies which have 
impact to create economic and social 
benefits, industrial competitiveness, 
wealth creation and quality of life 

X                
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Identifying critical technologies to the 
success of the country or industry 

       X         

Cognitive capacity               X  

Setting Priorities     X           X 

Changing research system and 
administrative culture 

    X            

Identifying and examining weak signals              X   

Activities anticipating, recommending 
and transforming (ART) technological, 
economic, environmental, political, 
social and ethical (TEEPSE) futures. 

            X    

Actively engaging key stakeholders             X    

Prospective and policy-oriented process             X    

Context for predictive analysis and 
planning 

             X   

Promoting trans-disciplinarity research            X     

Underpinning areas of strategic research X                

Universal Human Capacity   X              

Wiring up the national/regional system 
of innovation 

 X               

Strategic Thinking          X       

Common Ownership of Strategies         X        

Incubation of Strategic Approaches         X        

Using organizational, regional, national 
and international resources 

               X 

Proper methodology combinations                X 

Identifying technological, economic and 
social areas to prioritize investments and 
research 

               X 

 Figure 2: Main Approaches to Foresight Generations 
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Jemala [29] classifies five foresight generations according to their corresponding three globalization phases by 
pointing out first foresight studies of related generations according to date: 

I. First globalization phase: The phase dating back to Christopher Columbus in 1490s and lasting to 1913 with the 
effect of “Laissez Faire” thought was generalized as Era of Forecast since there were not so many systematic 
approaches and strategic plans in general. Most of the future studies were being performed just because of 
inherent human reaction to its fear of undetermined future. 

II. Second globalization phase: The phase from 1914 to 1980s mainly affected from world wars and information 
and communication technologies was named as Era of Forecast until 1956 and First Generation of Foresight from 
1956 to 1990. First foresight generation focused on science and technology of post war conditions. Although 
‘forecasting’ term continued to be used to 1980s, in 1956 China performed forecast having many features of 
foresight. Systematic manner with participatory methods and strategic planning to be beneficial in societies 
especially with the efforts of futurology and technology professionals [29], e.g. 30-year technology forecast of 
Japanese Science and Technology Agency (STA) in 1971, started to be dominant as First Generation of Foresight.  

III.Third globalization phase: The phase from 1999 to 2009 based on the inequalities between the countries 
arising from the global trade and finance included all five generations of foresight. Second foresight generation 
was mainly triggered from industry and markets. It is performed with the participation of different stakeholders 
and science-technology relation with social-economic development was the main focus. Third foresight 
generation, approximately in 2000, expands the stakeholders to social actors to create foresight culture and to 
do studies on different areas like environment, education, ethics etc. apart from just science and technology. 
Fourth and fifth generations focus on systematic approach with system view more and technology and 
innovation management become dominant.  

When it comes to mixed approach –i.e. generations based on certain era and activities- Reger [30] determines 
three generations based on technology foresight process and assigns certain time intervals per generation [31]: 

I. First generation (from 1960s to beginning of 1970s): Technology foresight was carried out within organizations 
and focused on forecasting and prediction. Foresight was conducted as a sub-task of project planning.  

II. Second generation (from 1970s to beginning of 1990s): Foresight was focusing on technology data and 
remained a forecasting action. Specialized and separated foresight units were responsible for foresight within 
organizations. 

III. Third generation (from 1990s): Technology foresight became an important element of strategic management 
and decision-making. Not only technologic but also economic, social, environmental and legal trends were taken 
into account. Activities were extended to encompass networks of organizations. 

In terms of foresight generations based on activities, Georghiou categorizes generations into five different groups 
based on the stakeholders involved and activities carried out [32]. Foresight generations are [33]: 

I. First generation: Merely technology forecasting carried out by experts on the future studies. Main goals are 
making accurate predictions and expressing results to non-expert audiences. 

II. Second generation: Foresight activities which began in 1990s in order to combine technology and markets. 
Industry and academia are bringing together to establish science and business networks. 

III. Third generation: While keeping technology and markets, social dimension is added to the studies. Industry, 
academia, government and civil society are the main actors. More stakeholders are involved in evaluation. 

IV. Fourth generation: Foresight activities are moved away from integrated programs to different actors within 
science and innovation system. Multiple organizations carry out foresight studies according to their needs with 
some level of coordination. 

V. Fifth generation: Structural activities focusing on complex policy issues of global science, technology and 
innovation systems. 

The foresight generations in the literature classified based on the certain dates by authors Reger [30] and Jemala 
[29] (with the addition of the first performing countries) is depicted in the Figure 3. While Reger [30] assorted 
foresight as three generations up to 2001, Jemala [29] grouped them into five generations until 2009. The 
generations’ dates were not coherent in their studies because of different arguments used in classification and 
terminological confusion between forecast and foresight. An individual foresight program can have elements of 
more than one generation. These generations are not sequential approaches and should be thought as 
“concurrent, overlapping and reflexive” [34]. 
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Figure 3: Dates of Foresight Generations in the Literature

 

When foresight generations are evaluated for their methodologies approaches; first generation, which was 
dominated by forecasting mostly around 1960s, used mostly quantitative methods although some qualitative 
methods like scenario planning emerge in this generation [35]. For the second generation, in which foresight 
activities started to increase, participative methods together with qualitative methods became widespread. Third 
generation, which included social dimension, used the analysis like SWOT (Strengths, Weaknesses, Opportunities, 
and Threats) more. Fourth and fifth generations, which focus on global science, technology and innovation 
systems with different actors and complex structures, use mixed and internet based methods more prevalently. 

Saritas [36] suggests new foresight approach which comprehends complex, inter-dependent, inter-connected 
nature and behaviors of the foresight system. As sixth foresight generation the assessment of the authors is 
added to Table 2, which is adapted from Georghiou et al. [19] and [37], and generations are shown with respect 
to its concentration/dimensions, participating actors, economic rationales and principle.  

Table 2:  Foresight Generations 

Foresight 
Generations 

Concentration 
Dimensions 

Participating Actors Economic 
Rationales 

Principle 

First Technology Technology Experts, 
Professional Futurists 

Economic 
Planning 

To follow the 
disciplinary taxonomies 
of science-engineering 

Second Technology-
Markets 

Academics, Industrial 
Researchers and 
Managers 

Market Failure To provide a bridge 
between 
industrial/service sector 
and economy 

Third Technology-
Markets-Social 
Dimension 

More Social 
Stakeholders (NGOs, 
Consumer Groups 

System Failure 
(socio-economic 
system) 

To solve socio-
economic problems 

Fourth Science-
Innovation 
System 

More Participators of 
National Policy Exercise 

Bridging 
institutions in 
socio-economic 
system 

To build own structures 
in terms of object of 
analysis 

Fifth Global science-
technology 
management-
innovation 
systems 

More experts, 
stakeholders and 
professionals with 
foresighting skills 

Bridging 
institutions in 
socio-economic 
system 

To build own structures 
in terms of object of 
analysis 

Sixth Netocracy
5
, 

biotechnology, 
more values and 
ethics in chaordic 
social dimension 

Netocrats
6
, Netizens

7
 

(crowd-sourced from a 
much wider range of 
constituencies than the 
usual experts), 
Futurists, Futurizens

8
 

 

Blurring the roles 
of consumers and 
producers in 
economy 

To co-create by 
combining altogether 
the desirable visions of 
stakeholders with 
evidence from big data 

                                                 
5 "It refers to a perceived global upper-class that bases its power on a technological advantage and networking skills" [44]. 
6 "Those who can harness networks of information and master new forms of communication will control finance and 
legislation, forming the new business and government elites" [45] 
7  "People online who actively contribute towards the development of the Net (a Net Citizen)" [46]. 
8 "Prescient, future-facing, forward-looking people, citizens of future [47] and futurium (The European Commission Project 
collecting people's contributions in  futures policy constitution) community.  
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3.FORESIGHT FRAMEWORKS AND PRINCIPLES 

The main dimensions of foresight, which are context, scope, artifacts, participating actors and methods, have 
evolved throughout the foresight journey within its generations until today. So, many scholars have been 
contemplating about foresight’s theoretical and conceptual framework to catch this dimensional change. It has 
also brought the need for common vocabulary for foresight thus ontology has become important. “Ontology is a 
formal, explicit specification of a shared conceptualization”  [38] and it provides clarification of knowledge [39]. 
Within this perspective, in the foresight literature, frameworks play important role to create common 
terminology. Accordingly, some of well-known foresight frameworks are analyzed in the following paragraphs. 

Martin [13] analyses foresight as a process having three phases. In the first phase named pre-foresight, the 
decision taking to perform the process and preparation are the main steps. Second phase is foresight containing 
comprehensive design, strategic analysis of its possible utilities, consensus about the best promising options, 
determining the scientific priorities by disseminating the outputs. In the last phase which is post-foresight, 
implementation of foresight in policy-making and resources allocation take place [39]. 

Voros [40] defined generic foresight framework by treating it as a process. His framework is based on 
modification of Horton’s three phased process, combining it with Mintzberg’s strategy view and Slaughter’s 
strategic foresight approach. While knowledge gathering and strategic intelligence are assessed as inputs; 
analysis which is related to the question of ‘what seems to be happening?’, interpretation based on the question 
of ‘what is really happening?’ and prospection related to the ‘what might happen?’ are handled in the foresight 
phase. Outputs are comprised of strategic choices resulted from broad understanding. By separating outputs and 
action, he added strategy as a last step that contains actions for decision-making in strategy development and 
strategy planning. 

Hines & Bishop [41] viewed foresight as a process requiring six involvements of leaders and organizations defined 
as framing, scanning, forecasting, visioning, planning and action. Framing contains problem identification and 
determination of its and its solutions’ expenses. Scanning is the step of being aware of the trends and related 
information. While forecasting is creating the possible futures, visioning is selection of desired future and 
determining the position of organization for that future. Planning is generating the road to the desired future and 
acting is bringing plans to actions on ongoing base.  

Saritas [36] proposed a Systemic Foresight Methodology (SFM) comprised of Intelligence, Imagination, 
Integration, Interpretation, Intervention and Impact, all within Interaction, to generate and conduct foresight 
operations. All of the operations are performed in dynamic, repetitive and evolutionary way and considered in 
the extent of how systems in the range of foresight are handled. Foresight is implemented with the thought of 
the internal (e.g. management, processes, motivation, politics, culture, power, skills) and external context (e.g. 
STEEPV

9
) in the systemic approach [36]. The systemic approach assesses the foresight with its interrelated and 

interdependent elements and their complex connections [36]. Within this approach, intelligence phase contains 
gathering data, analysis of trends and changes to determine the scope and content of the foresight study. 
Imagination involves creating and interconnecting new ideas, scenarios. Integration is the phase of identifying 
priorities and creating agreed model of future. While the models and visions are transformed to strategies to be 
carried out in interpretation phase, plans and policies are required to be constituted in order to put them into 
practice in intervention phase. The foresight is reviewed and lessons learned are taken to renew it or for better 
applications in impact analysis. All of the phases in SFM are conducted with the participation of stakeholders in 
some forms interaction.  

Schultz [42] took foresight as an integrated process and defined it as a five key activities namely ‘identify and 
monitor change’, ‘assess and critique impacts’, ‘imagine alternative outcomes’, ‘envision preferred vision’ and 
‘plan and implement change’ in order. He puts the change to the center of foresight process and starts with 
catching the pattern of change with trend analysis. As a second activity, the impacts of change are defined by 
sorting them according to their relevance and importance. Determining alternative futures and picturing them in 
the mind is the key element called imagining alternative outcomes. Selecting the desired future and putting it 
forth as stated vision is the following activity. Last activity is comprised of specifying stakeholders, designating 
resources for the clear purposes, developing strategies, organizing activities and creating change.  

With the light of the foresight frameworks in the literature, in this study a generic foresight functional model 
named ‘FORESIGHT’ which is built to draw outlines of the functional system is developed. When one of the 
functions doesn’t work properly, it can’t be mentioned about the proper operation of the whole system. In the 
proposed functional model FORESIGHT, there are nine functional blocks as ‘framing’, ‘obtaining’, ‘reviewing’, 
‘establishing’, ‘synthesizing’, ‘illustrating’, ‘guiding’, ‘handling’ and ‘tracking’. In the model, consecutive functions 
are interrelated and interdependent.  

                                                 
9 STEEPV: Social, Technological, Economic, Ecological, Political, Values analysis tool is a framework to gauge how the external 
environment will impact a given company’s strategic plan to remain competitive. 
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Framing: Fulfilling the tasks of determining foresight purpose, scope, content and time horizon. 

Obtaining: Collecting data and information, gathering participants also by using co-nomination in iterative way 
which are consistent with its frame stated in the previous function. 

Reviewing: Sharing ideas and opinions on the accessed data and information related with past and present, 
summarizing, analyzing them to be processed. 

Establishing: Thinking about the future with the knowledge created, picturing possibilities in the minds and 
imagining the alternatives to create futures.  

Synthesizing: Combining all alternative future thoughts with the present state conditions and resources in an 
interpretive way. Discussion, negotiation, facilitation and conflict resolution takes place in this function.   

Illustrating: Pointing out the possible futures, visioning and generating reports, broadcasting with multimedia, 
sharing in social media. 

Guiding: Defining actions and changes those will be performed, determining sequencing of them to reach 
different futures, strategy development and planning. 

Handling: Taking actions, making changes and solving application problems. 

Tracking: Evaluating outcomes and results of handling, performing impact analysis to take lessons for learning 
process.  

In Table 3, functions in the FORESIGHT have been matched with the phases of mentioned foresight frameworks 
based on their actions and artifacts within specific phases.  

Table 3: Foresight Frameworks in the Literature 

 

4.CONCLUSION 

Future has always been wondered and some systematic studies have been done to get ready to different futures 
through the time. So, there are different futures studies in the literature including the foresight which is the most 
common one especially from 1990s. To cover the all elements of prominent foresight definitions in the literature, 
the new definition of foresight which is based on the resources, methodology and futures strategies is presented. 
By searching the literature for foresight generations, sixth foresight generation is evaluated as the one 
dominated with netocracy and biotechnology.  

It is assessed that the intensive use of big data, Internet of Things, add on biological units and artificial cyborgs 
will bring ethical and social dimensions together. The sixth generation foresight studies involve the netocrats, 
netizens, futurists and futurizens as the actors who initiate, carry out the operations and affected from them.  

Additionally, a generic foresight functional model with nine consecutive phases named FORESIGHT (Framing, 
Obtaining, Reviewing, Establishing, Synthesizing, Illustrating, Guiding, Handling, Tracking) is suggested with the 
search of frameworks in the literature. This functional model covers the phases of a generic foresight process 
regarding to its activities done.  

Futures will continue to remain the latent area always been tampered by humans even the science allows to read 
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the thoughts and determine the people tendencies in the future. The combination of these different thoughts 
and tendencies is incredible process, which is also affected by diverse factors, and creates ambiguity. In contrast 
to this uncertainty for futures, foresight is improvable area and can be made more explicit and useful by using 
diverse resources, effective methodology based on new advanced techniques and by constituting strategies 
meticulously for alternative futures. Foresight can become more effective and successful by applying its 
evaluation and impact analysis; executing it iteratively and treating it as learning process. Nevertheless, the 
nature of the partiality of futures -the impossibility of comprehension- will remain the most important limitation 
of foresight process.  
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ABSTRACT  
Nowadays various types of data, especially those with public character, are stored and represented in relational databases. While this way 
of storing data is a practice for most of the institutions, it turns them into isolated silos with low level of accessibility and interoperability in 
the web.  Indeed not all datasets are readable from the World Wide Web, therefore to increase their access it is necessary to provide 
mapping from relational databases to any serialization format of Resource Description Framework (RDF), as one of the best practices for 
distributing and interlinking data on the web. While there are several ways to accomplish the mapping process, the most appropriate and 
fastest way is by using the Protégé Plugins application. In this paper we present this mapping method, and describe the complete 
conversion of a database from SQL Server relational Database to RDF using different scenarios. By using Sesame Repository, as the local 
repository for our dataset, several SPARQL queries will be generated on top of our data. As a main contribution this paper emphasizes the 
advantages and performance of querying and using serialized RDF statements versus those stored in the relational databases. 
 

Keywords: Linked data, semantic technologies, RDF, Protégé. 
 

 

1. INTRODUCTION  

Lately, technology research especially those of the World Wide Web have reached a high point of research and 
development, however there is still a lot to be discovered. As mentioned in [1],[5] we claim there are a lot of changes not 
only in the functional way but in the organizational way as well. These changes have occurred following the developments 
of Semantic Web, but what is more important is that we still consider that the amount of data on the Semantic Web 
remains collateral, when compared to the traditional Web. Based on all these changes that occurred in the World Wide 
Web, the need to work with dynamic data in our Web site, arises.[3],[4],[14] Unfortunately,  not all records are appropriate 
to be used in Web sites, so the importance to import data from a relational database to ontologies is frequently required. 
There are many priorities of RDF over a relational database, and we will mention the most important ones. [11] We all 
know that life-science is developing rapidly, and there are hundreds of subjects that have developed a data-warehouse with 
information that needs to be either private or public. If we have a large database company, for instance, which needs to 
create a large database, they hire a team of programmers which consist of beginner level programmers up to the most 
advanced ones. All of these programmers need approximately one year to tune the database, and after a while changes will 
happen, for example schema changes, format changes, and the requests for new data sources will grow up. In RDF no 
changes will happen, because triples are triples, and there is no need to change any schema, or any tables. The only thing 
that is required to do, is updating the queries. Second, SPARQL is more stable than SQL since SQL has many dialect changes 
from one implementation to another. And finally RDF has a better performance in grouped data. Let’s imagine a website 
which responds to a single record, where each record consists of many fields, and after we have a normalized SQL database 
we will have 40-50 tables with many-to-many relations, and in order to display each page we need to join them. In RDF 
there is a simple way to call the records. If displaying a record is needed, for instance one in the 30

th
 table, all we need to 

know in order to display it, is the URI of that record. Exhuming the relational data and making them available as RDF triples 
is not an unknown field, and there are many negotiability in this area. There are many tools which do the import, from an 
existing relational database to RDF, but in this paper we will present the automatic mapping way with Protégé Tools from 
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an existing SQL relational database, which uses the ‘ready’ plug-ins which need to be configured to achieve a successful 
connectivity and import. First, we will show the configuration of Protégé tools, which are necessary to connect to the SQL 
Server in the distance. The connection will be done using IP addresses. Then, after we have successfully connected, we will 
do a complete import of tables, including the data that is in them. Next, the automatically created Classes will be detected, 
along with Slots and Instances. These Slots and Instances will be able to be modified the way we want to, but we should 
always be careful because later all these Classes, Slots, and Instances will be used to query the data. At the end of the paper 
we will show some queries which will be implemented on Sesame server, where as an endpoint, will be our local machine, 
and after this point we consider that they are able to query from the Web sites and PHP programmers. 

2. INITIAL STATE (MAPPING)  

In [13],[15] is emphasized that obstacles of Semantic Web applicants are non-semantic information which are required for 
transformation in Semantic Web language (e.g., OWL, RDF). The goal of our project is to ensure that we will cover all OWL 
constructs, and support all OWL entities such as Classes, Properties and Individuals. 

2.1. Ontologies Describing the Database Schema 

Ontology is a language which serves to subscribe semantic web data, or also known as the vocabulary of semantic web. In 
our project, after a conversation we have ontologies which system reserves for us. We will nominate them in vocabulary, 

which is globally known for easy access, like Dublin Core (DC)
1
, Friend of a Fried (FOAF)

2
, The Bibliographic Ontology 

Specification (BIBO)
3
, etc., for having an easy interoperability with other resources. In this context, the possibility to enrich 

them with other data from different repositories will be considered through ontology alignment and also by creating 

ongoing links by different services like sameas.org
4
. The database schema is described through ontologies in different ways, 

depending on the form that it is required and on the form that the application work.[1],[4],[7] It is important because in 
some cases it will be required to import all the database with the possibility to make “live” changes on it, in some other 
cases it will be required to import the database not in “live” form, because if we try to make changes in our database, then 
we should update the importation because we cannot see the changes that occur in database. In the next part, the 
advantages and benefits of an RDF repository will be described through the conversion of a bookstore database. There are 
thousands of records saved on a relational database, and we will see the delay of the importance. We will also see the OWL 
ontologies and the frame ontologies that will describe our database. 

2.2. Using Protégé Plugin 

Protégé is developed by Stanford Center for Biomedical Information Research at the Stanford University School of 
Medicine, and it is an open source project. [2],[6] There are many developed versions of Protégé but the most appropriate 
version to perform for this paper is 3.4.4. As we mentioned in the previous sections there are many tools that enable us to 

convert from relational database to RDF, as D2RQ
5
, Triplify

6
, etc. Our choice is Protégé because its comprehensive features, 

functionalities and a well-designed GUI (Graphical User Interface). 

2.2.1. First Steps 

The goal is to convert the data from relational database to RDF in a way to be published and used as open data. For this 
purpose we want to share something that is on both sides’ interest, citizens and the provider. There is chosen a Bookstore 
database, from a small Bookstore in our city. The database contains several entities, in different relationships, like Authors, 
Publishers, Subjects, and Titles. We will focus on a few of them and make these information public to the citizens, and at 
the same time the Bookstore employees will have the opportunity to extend the data at any time.  Having such data bring 
several advantages to people (readers, buyers), more up to data information, interoperability with other repositories, 
enriching the data with various other data, etc. 

2.2.2. Dealing with Ontology 

In this section we will see the Ontology which will be created after we make a complete con-version from the relational 
database to the RDF. 

 

                                                           
1 http://dublincore.org/documents/dces/ 
2 http://xmlns.com/foaf/spec/ 
3 http://bibliontology.com/ 
4 http://sameas.org/ 
5 http://d2rq.org/ 
6 http://triplify.org/ 
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Figure 2: Class Browser 

Figure 1: Sketch of Books Ontology 

 

 

 

 

 
 
 

 

 

In [12] is emphasized that an important component in this context is the definition of Classes, Properties and Individuals. In 
the following section we will show the importance of these components: 

 Classes tab – building class hierarchy 
 
 

 Properties tab – creating object properties, data properties and assign domains  
 
 

 Individuals tab – creating individuals   

2.2.3. Classes 

Resources which are separated in groups and are in RDF are called Classes. In our project we will see these classes which in 
relational database were known as entities. As it is mentioned in [6], after a successful conversion from the relational 
database to the RDF statements, we need to define the classes. These classes are created automatically but we can 
manipulate with those classes for having specific customization, by choosing the adequate class we want to work on. In 
Figure 2 is showed a print-screen sample of the classes created automatically by Protégé. This is our imported database 
ontology which has owl:Thing as parent of all classes. 

 

 

 

 

 

 

 
 
 

 

2.2.4. Properties 

A property is nothing else but a relation between the subject and an object, which needs to be related by a property to 
enables us to see the necessary information. By Protégé, both types of Properties, the object and data properties can be 
manipulated in the same way. Also, below you can see a print-screen example of the properties created also automatically. 
We should mention that these properties in the relational database were attributes, for example the attribute Title from 
the table Titles, is being displayed as Titles. In the Figure 3 have a list of these properties. By default, during the 
conversation process, the properties are automatically created from the table attributes, and so they get the same name. 
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Figure 3. Slot Browser with Properties 

Figure 4. Instance Browser including Converted instances 

However, in section 2.1 is mentioned that the best practice is the implementation of well know ontologies and 
vocabularies. For this purpose there is applied Dublin Core in dc:description, dc:date, dc:creator, etc. instead of the 
attributed names that came from the table. 

 

 

 

 

 

 

 

 

 

 

 

2.2.5. Individuals 

Unlike the class and property, individuals is the exact place where the information is stored. The relational database after 
the conversion to the RDF, will be totally converted with the records on it. These records on the database, after the 
conversion, are known as Individuals and they are connected to the Properties. [6] As default they will be displayed as 
Instance_Nr, where dhe Nr will refer to the number of the records, and in the configuration of the individual we can choose 
to display in the form that we want. For example for the Class Title, we can choose to display the individuals as Title, 
PubDate, ISBN, Info or whatever way they are described. We can also modify them, delete, rename, moreover we can 
insert a new instance as a new individual, and we can query it like it was converted from the relational database. Figure 4 
will show an example of the Individuals after converted by the Protégé – OWL. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2.5. Reasoner Usage 

After the ontology creation, must be sure that if this ontology is consequent or not by using a reasoner. Protégé – OWL is 
distributed with a reasoner called HermiT which needs to be configured and installed as a plug-in. So, after the check 
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Figure 5: Table after SPARQL Query Execution 

procedure, if there is no any error then we can conclude that the ontology is consequent. We can explain this error with an 
example: consider we have the Titles.PubDate property value, and if we try to put string values on it, then after we make a 
reasoner check we will see that we have an error. The error will say ontology is inconsequent, and this is because in the 
Titles.PubDate we were required to put data type values and not string values.   

3. STORING RDF TRIPLES 

After a successful conversion, the serialized data need to be stored in an RDF Repository. At the moment there is a 
relatively large list of choices for this purpose, where each of them has its advantages and disadvantages. Among these, the 

most know tools are AllegroGraph
7
, OpenLink Virtuoso

8
, Sesame

9
 , 4store

10
 , etc. For some practical reasons, in this project 

our choice has been Sesame, which includes parsing, storing, inferencing and querying such data. Thus, after running the 
Sesame, locally or in a server, we are ready to upload our data, as .N3 format.[8],[9],[10] In this way a successful upload 
guarantee that our data are stored and ready for consuming by other people. For this purpose we are offering a SPARQL 
endpoint as one of the best practices for consuming the data. 

3.1. SPARQL Endpoint 

In the following section we will show the possibility of retrieving data from our repository by querying the SPARQL endpoint 
deployed at the Sesame server. The current link where the datastore is saved locale looks like this: 
http://localhost:8080/openrdf-workbench/repositories/bookstore. In the Listing 1 is showed an example for illustrating the 
retrieved data with a simple SPARQL query. So, the Title, Published Year and the Price for all the books will be listed. 

Listing 1. 

SELECT ?Title ?PubDate ?Price 
WHERE 
{  
?p dc:title ?Title. 
?p dc:date ?PubDate. 
?p rdfs:domain ?Price. 
} 
 LIMIT 10 

The retrieved data of the query from the Listing1 are showed in the Figure 5. 

 

 

 

 

 

 

 

 

 
 
 

Thus, everyone can perform various SPARQL queries for getting any kind of information. Everything is accessible without 
any special hardware or software requirements. The data can be consumed, integrated and visualized everywhere and for 
any purpose. 

 

                                                           
7 http://franz.com/agraph/allegrograph/ 
8 http://virtuoso.openlinksw.com/ 
9 http://openrdf.org/ 
10 http://4store.org/ 
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4. CONCLUSION 

In our paper we presented the advantages of serialized RDF statements versus Relational Databases using Data Master 
Protégé Plug-in, which allows us to convert the database from relational model to the RDF statements by using the Java 
mechanisms. All this import is done by using the JDBC driver which creates a kind of a bridge between the Protégé 
application and the SQL Server. We presented the ontologies, manipulation with them and a consummation through the 
SPARQL endpoint deployed in the SESAME Server. Offering the data as Linked Open data, especially by applying a SPARQL 
endpoint, bring several benefits to the readers, buyers and to the bookstores also. At any time these data can be used and 
visualized by anyone for any purpose. In addition, the data will be enriched with other data stored in different repositories. 
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ABSTRACT  
Metal oxide nanoparticles are potential candidate for making future antimicrobials. Increased interest is due to change in fundamental 
properties at nanoscale. Ni-doped zinc oxide nano-particles were prepared for pharmacological studies. Co-precipitation and solvo-thermal 
methods were employed which yielded Ni-doped zinc oxide nano-particles and un-doped zinc oxide nano-particles were synthesized via 
solvo-thermal method. All prepared nano-particles were characterized using X-ray diffraction studies whereas doping was confirmed by 
Energy Dispersive X-ray analysis. Shape and morphology of these nano-particles was assessed using Scanning Electron Microscopy. The 
synthesized nano-particles have shown antibacterial activity against both Gram-negative and Gram-positive bacteria designating these 
nano-particles as future broad spectrum antibacterial. The optical properties were also studied by measuring the energy band gap and 
were found 1.50 eV for un-doped zinc oxide nano-particles, and it decreases to 1.47 eV for Ni-doped zinc oxide. Ni-doped zinc oxide nano-
particles were proved to be active future pharmaceutical and biomedical agents. 
 
Keywords: Antibacterials, morphology, nanoparticles, energy dispersive X-ray, doping  
 
 

 

1. INTRODUCTION 

The particles, rods and systems having one or more dimensions in nanometer scale range are the possible smallest things 
that we can produce up till now (Liewhiran et al., 2006). The particles having size ranges from 1-100 nanometers are called 
as nano-particles. These particles are unique in their properties and they also find applications in various fields 
(Hewakuruppu et al., 2013). For instance nano-particles are being used electronics, energy production, biosciences and 
medicines (B nuzea et al., 2007).  

Similarly nano-particles of metallic origin found applications in electronics, medicine and in many other industries (Sahoo et 
al., 2007). Metals have been used as raw materials to produce distinct nanostructures such as nano-rods, nano-nails, nano-
wires, nano-tubes and nano-belts besides nano-particles alone (Hsu et al., 2006). Oxides of some metals are also in use for 
their ease in fabrication to nano materials. For example Zinc oxide has been used to produce nano-particles, nano-sheets, 
nano-tubes, nano-wires, nano-belts and nano-rings, etc. (Hua et al., 2007). 

Bio-inspired productions of Zinc oxide nano-particles were achieved using environmentally along with eco-friendly accepted 
systems (Cai et al., 2013). Different chemical methods have been used to prepare Zinc oxide nano-particles by using 
different materials of interest. The majority of the Zinc oxide crystals were synthesized by using traditional high 
temperature (solid state) method but in this method it is difficult to organize the particle properties along with energy 
consumption. Zinc oxide nano-particles can also be prepared on a big scale at low cost by using simple solution based 
methods, such as chemical precipitation, hydrothermal reaction and sol–gel synthesis (Zhong et al., 1996).  

Zinc oxide nano-particles are most favored due to its applications such as transparent conducting films, gas sensor, 
piezoelectric transducers as well as photo catalytic activity (Zhang et al., 2009). Zinc oxide nano-particles are used in 
different commercial products for instance in cosmetics, sunscreens and for anti-bacterial activity (Xu et al., 2010). Other 
nanostructures of Zinc oxide are also found applications in optoelectronics, transducers, sensors, and biomedical sciences 
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(Wang et al., 2004). Doping of Zinc oxide nano-particles with other metals such as Ni, Ga, In, Sn, Al, Y, and Sc, are also in 
practice to improve properties Zinc oxide nano-particles (Moriga et al., 2004). Nickle recognizes as one of the most 
proficient doping element to advance as well as tune the electrical and optical properties of Zinc oxide nano-particles. The 
main emission peak of Zinc oxide is found as a sturdy ultraviolet (UV) emission at 380 nm. (Al-Harbi et al., 2011).The 
interest to study optical properties of Zinc oxide nano-particles doped with Ni must provoke to develop an understanding of 
the material response to doping. There are numerous reports presented in the literature on optical properties Zinc oxide 
nano-particles doped with transition metals (Yan et al., 2003).                                                                                                                                                                                                                                              

The nano-particles and nano-rods have been prepared by various groups using different methods such as sol–gel process, 
spray paralyses, laser molecular beam epitaxy, metal organic chemical vapor deposition, and pulsed laser deposition. 
Among these, the solvo-thermal methods have surpassed the others due to possessing better homogeneity, being low-cost, 
and being simple (Wani et al., 2007). The synthesized nano-particles by above method have high surface area as compared 
to other methods, low in cost and ease of synthesis. These   synthesized nano-particles found applications as antibacterial 
and antimicrobial agent (Hadjipanayis et al., 1994). The characterization techniques have been used for nano-particles such 
as Scanning electron microscopy (SEM), Transmission electron microscopy (TEM), X-ray diffraction (XRD), 
Photoluminescence (PL), Energy Dispersive X-Ray Analysis (EDX), UV-visible Absorption Spectroscopy and Superconducting 
Quantum Interference Device (SQUID) (Ananda et al., 2014).These techniques are developed due to the recent research in 
nano-science and nanotechnology is considered most important as well as most growing technologies (Khatoon et al., 
2012). 

Diseases have been the threat to human being since ancient times and these were mostly caused pathogenic microbes. 
Bacteria as part of pathogenic microbes’ community are responsible spreading different minute and chronic diseases. 
Although different antibacterials are available in the market but research is going on to develop various chemical agents 
known as antibacterials to cope this threat in best way. The production of nano-particles their property to kill bacteria has 
been proving as alternative to conventional medicines. Antibacterial activity of different types of s Therefore it is of great 
importance to know and to understand antimicrobial effects synthesized nano-particles have been reported in the 
literature. The effect of doping to nano-particles is the focus of this study.  

2. DATA AND METHODOLOGY 

The chemicals used were obtained from Merck. The chemicals used were Zn (CH3COO)2 2H2O (zinc acetate dehydrate) NiCl2 

6H2O (nickel chloride hexahydrate), diammonium oxalate, ZnSO4 7H2O (zinc sulphate heptahydrate), Ni(NO3)2 6H2O (nickel 
nitrite hexahydrate), NaOH, Nutrient agar, Nutrient broth, ethanol and Methanol. 

2.1 Bacterial Strains  

These stains were obtained from PCSIR laboratories Lahore, Pakistan. Escherichia Coli is responsible for urinary tract 
infections, food poisoning, neonatal meningitis where as Bacillus subtilis, is responsible for sepsis, pneumonia and 
meningitis in human beings. 

Following two methods are employed for the synthesis of Ni-doped ZnO nano-particles. 

2.2 Method-I 

Nano-particles were synthesized by solvo-thermal method through oxalate precursor route. 0.1M solutions were prepared 
by mixing (Zn (CH3COO)2 2H2O) 22.277 g in 1000ml DW and NiCl26H2O 23.769 g in 1000ml DW water. Stoichiometric 
amount of zinc acetate dihydrate (CDH, 98.5%) and nickel chloride hexahydrate NiCl2 6H2O (Merck, 97%) were stirred for 
about 30 minutes. The mixture was precipitated with 175 mL of aqueous solution of diammonium oxalate. 75 ml of ethanol 
was also added to the reaction mixture. A light green suspension formed. The mixture was refluxed at about 80 °C for 12 
hours. The precipitate was recovered by centrifugation and dried in an oven at 55 °C and finally ground to powder. Nano-
particles were obtained by thermal decomposition of the precursor at 450 °C for 6 hours in air.  

 2.3 Method-II 

To obtain the desired degree of doping of Ni, ZnSO4 7H2O was mixed in distilled water with Ni(NO3)2 6H2O. These solutions 
are designated as solution A. Solution A was placed in an ultrasonic cleaner operating at 57 kHz for 2 h. Solution B is 
concentrated solution of NaOH in de-ionized water. After sonication, solution A was stirred with a magnetic stirrer at room 
temperature. Then solution B was added until a pH of 12 was reached. The solution was magnetically stirred for 0.5 h, and 
then the solution was allowed to stand at room temperature for 18 h. Subsequently, the solution was centrifuged and 
washed several times with ethanol and distilled water to remove residual and unwanted impurities. The final product was 
dried in a vacuum oven at 200 

°
C for 1 h to yield Ni-doped ZnO particles.
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2.4 Characterization  

The structural characterization of synthesized nano-particles was carried out by SEM. For further characterization and 
average crystallite size determination XRD was also performed. The results were given in Table 1 and 2. Doping of Ni on ZnO 
was confirmed by EDX spectra. UV-VIS-spectrophotometer was used to check photo activity of nano-particles by energy 
band gap studies. 

2.5 Bacterial Culture Used for Antibacterial Study 

The prepared and sterilized agar solution was poured in sterilized petri plates under laminar and allows cooling up to room 
temperature. 1ml of inoculum was added to each plate immediately into medium plates and was shaken gently. The petri 
plates then allow standing until bacteria cultured media become semisolid.  Wells were created by using stainless steel 
borer, four wells in each petri plate. Negative and Positive controls in two wells were applied separately in each petri plate 
along with two wells containing different concentrations of sample solutions by using micro syringe. After that these petri 
plates were placed for 24 hours at 37°C in an incubator. After allotted time petri plates were taken out from incubator 
diameters of inhibition zones were measured using millimeters scale. Each experiment was made in triplicate and the 
inhibition zones are given as the mean ± standard deviation. The results were recorded in Table 3 (Leven et al., 1979). 

2.6 Minimum Inhibitory Concentration (MIC) 

For determination of MIC recommended methods of NCCLS; 2000 in modified version was employed. In short, aerobically 
incubated tubes contained 5 mL Muller- Hinton (MH) broth (Difco, USA) with approximate 5×10

9
 CFU bacterial cells for 24 

hours at 37 °C, without nano-particles (the control group) and various concentrations of synthesized nano-particles. The 
MIC is determined from the tube without visible growth of the bacterial cells.  

2.7 Minimum Bactericidal Concentration (MBC) 

In order to find MBC 100 μL of sample from the tube without visible growth transferred into MH agar plate (Difco, USA), 
and it was then incubated aerobically again for another 24 h (NCCLS, 2000). The concentration of tube without growth was 
the MBC.  

3. FINDINGS AND DISCUSSIONS 

3.1 XRD Analysis  

XRD diffraction patterns of Ni-doped zinc oxide nano-particles synthesized through co-precipitation method are shown in 
figure-1 and the XRD diffraction patterns of Ni-doped zinc oxide nano-particles form through solvo-thermal method through 
oxalate precursor route are shown in figure-2. The nano-particles obtained through co-precipitation method are termed as 
M1. On the other hand nano-particles obtained through solvo-thermal method are termed as M2.  

Fig 1: X-ray pattern of the Ni doped ZnO nano-particles M1             Fig 2: X-ray pattern of the Ni doped ZnO nano-particles M2 

                      

The obtained XRD diffraction patterns having the peaks match to the characteristic peaks of ZnO XRD diffraction pattern 
(JCPDS file No: 36-1451). Similarly the XRD diffraction patterns of Ni-doped ZnO also match to the characteristic peaks Ni-
doped ZnO XRD diffraction pattern (JCPDS card no.78-0643) confirming the doping and synthesis of desired product along 
with absence of any impurity present in synthesized samples.  

3.2 Crystalite Average Size of Nano-Particles 

The Crystallite average sizes of all prepared samples of Ni-doped zinc oxide nano-particles were calculated for all the using 
Scherrer formula.  
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𝑫 =
𝐊𝛌

𝜷𝒄𝒐𝒔𝜽
 

Here K is constant estimated as 0.9, peak width is represented by β which is calculated at half height of peak in radians, λ 
represents wavelength of radiation used. Angle of reflection is shown “θ”.  

Table 1:   Crystallite Size of Ni Doped ZnO Nano-Particles M1 

  

 

 

 

Table 2:   Crystallite Size of Ni Doped ZnO Nano-Particles M2 

 

 

 

 

 

The average crystallite sizes for sample M1 is calculated as 6.32nm and for sample M2 is 7.17nm. This crystallite size is also 
called particle diameter. From these results it is clear that all the synthesized samples from both the methods having size in 
nano-scale range.  

3.3 SEM Results  

The SEM results for all the samples are shown above give detailed view about the crystal structure, particle size and 
morphology. The SEM results shows that the particles produced through co-precipitation method are of high density, their 
morphology and shape of crystals shown in figure 3. Nano-particls produced through solvo-thermal method shown in figure 
4. Although doping of Ni over ZnO and formation of nano-particles were confirmed by XRD but the samples were not 
further considered for Energy Dispersive X-ray (EDX) analysis due to SEM results. However samples were considered for 
optical activity through band gap analysis. The SEM results for particles produced through solvo-thermal were found better 
in crystal structure and morphology.  

Figure 3: SEM of M1                                                                                Figure 4: SEM of M2 

                       

3.4 EDX Analysis 

The extant of Ni doping in Ni-doped zinc oxide samples was checked using Energy Dispersive X-ray analysis. For this purpose 
M2 (Ni-doped ZnO sample) produced from solvo-thermal method is used. The area taken for EDX analysis is given below in 
figure. 

 

2 θ (deg) of the 
Intense peak  

FWMH 
Intense peak 

(θ 2-θ1) 

FWMH 
Intense peak (β) 

radians  

Grain Size  
(D) 
nm  

Average Grain Size 
nm 

37.8 1.99 0.035 4.17 

6.32nm 58.5 1.26 0.022 7.20 

32.8 1.09 0.019 7.59 

2 θ (deg) of the 
Intense peak  

FWMH 
Intense peak 

(θ 2-θ1) 

FWMH 
Intense peak (β) 

radians  

Grain Size  
(D) 
nm  

Average Grain Size 
nm 

36.2 1.63 0.028 5.19 

7.17nm 42.7 1.09 0.019 7.81 

62.4 1.09 0.019 8.51 
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Figure 5 EDX spectra of Ni-doped ZnO nano-particles synthesized by solvo-thermal method. EDX results shown above were 
confirmed Ni doping in ZnO material. The element and weight percentage compositions of Ni, Zn and O in the synthesized 
nano-particles are given in above table. As a result, the accumulation of Ni in the ZnO system dominantly affects the optical, 
morphological and structural properties of ZnO. 

3.5 Band Gap Analysis 

Ultra Violet visible spectroscopy is used to study optical activity of Ni-doped zinc oxide nano-particles. Band gap results 
using Ultra Violet visible spectroscopy were obtained. UV–VIS band gap results of M1 and M2 are shown in Figures below.  

    Figure 6: Band Gap for M1                                                 Figure 7: Band Gap for M2 
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The optical band gaps are calculated by using Tauc equation as given below:  

𝛼 =
𝐶(ℎ𝜗 − 𝐸𝑔

𝑏𝑢𝑙𝑘)2

ℎ𝜗
 

Here α is absorption coefficient, C is constant, hʋ is photon energy and Eg
bulk

 is band gap, respectively.  

Samples which synthesized by both the methods have been successfully studied using UV-Vis. All samples have shown 
optical activity which is indicated by the band gap values. Sample produced through solvo-thermal method showed slight 
higher band gap values than the sample produced through co-precipitation method. As a whole we can conclude that Ni 
doping enhances the optical activity of ZnO system or we can say Ni-doped zinc oxide nano-particles shown higher optical 
activity than un-doped ZnO nano-particles.   

3.6 Antibacterial Activity Results  

After the specified time for incubation the petri plates under test were taken out from the incubator and zones of inhibition 
were observed under Laminar flow hood. Clear zones of inhibition were observed. Antibacterial activity of synthesized Ni-
doped zinc oxide nano-particles was dose dependent. It was also clear form antibacterial activity experimental results that 
antibacterial activity was directly proportional to concentration. The obtained data also showed bacterial sensitivity of Ni-
doped zinc oxide nano-particles against two different bacterial classes. The bacterial sensitivity is more against Gram 
positive bacteria with comparison of Gram negative bacteria for all synthesized samples. Ni-doped zinc oxide nano-particles 
were stable and their potent antibacterial properties favors them to be used as antibacterial agent against broad spectrum 
microorganisms.  
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 Table 3: Zones of Inhibitions of Ni-Doped ZnO Nano-Particles against Different Bacterial Strains 

Bioactive Agent 
Zone of Inhibition* (Diameter, mm) 

Escherichia Coli  Bacillus subtilis  

Ni doped ZnO 

nano-particles 

100µL 11±1.2 14±0.3 

200µL 13±0.9 16±0.2 

300µL 14±0.1 18±0.5 

400µL 15±0.8 20±0.6 

500µL 16±0.6 23±1.2 

Cephradinen 100µL 13±0.7 18±0.8 

Ampicillin 
trihydrate 

100µL 14±0.9 20±0.5 

*Inhibition zone (mm) include the diffusion assay disc diameter (4mm), which carried 50 µL from nano-particles suspension. The diameter 
of inhibition zones are means triplicate ± standard deviation. p < 0.05 when compared with negative control i.e. blank/solvent (p < 0.05 is 
taken as significant). 

The MIC is the concentration at which the solution becomes turbid. Small value of MIC for to a material depicts its higher 
antibacterial effectiveness.  

4. CONCLUSION 

Ni-doped zinc oxide nano-particles were successfully synthesized by co-precipitation method and solvo-thermal methods. 
Characterizations of prepared samples were performed using XRD analysis. Particles were found crystalline in nature and 
their particle size was also found in nanometers. Extant of Ni-doping over zinc oxide was calculated using EDX analysis. The 
EDX analysis confirmed successful preparation of Ni-doped zinc oxide nano-particles. Furthermore, SEM analysis un-doped 
and Ni-doped zinc oxide nano-particles were performed which showed that well shaped geometrical nano-particles were 
prepared from both methods. The optical activity of synthesized samples was checked, band gaps were calculated for using 
UV-VIS spectroscopy. Band gap results showed that doping of zinc oxide nano-particles with Ni enhances their optical 
activity. Antibacterial activity for all synthesized samples was checked using ager well diffusion method. The samples had 
worked as effective antibacterial agents. Their activity was found more promising against Gram (+) bacteria as compared 
with Gram (-) bacteria. MIC for the synthesized nano-particles was proving them as future antibacterial agent. The 
synthesized nano-particles can be used as potential candidate for solar cells aplications. Moreover their use in nano-
composite materials may also be investigated in future. 
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ABSTRACT  
Women entrepreneurship is a process that is being encouraged, publicized and directed by governmental and non-governmental 

organizations. There are many forces that allows emergence of the women entrepreneurship in IT. In this paper, I opt to discuss and 

comment on the journey of the women workforce in IT from corporate organizations to the workforce in women entrepreneurship. This 

paper introduces observations of the changes in women workforce in corporate USA and Turkey, and introduces the offerings and 

challenges observed in the designing, launching and running of a new IT business at Incubation centers and universities in Turkey. This 

paper also offers recommendations for governmental and non-governmental policies of small businesses and recommendations for the 

strategies of the incubation centers that would help women entrepreneurship. 

 

Keywords: Women entrepreneurship, information technology, incubation center, academia  
 

 

1. INTRODUCTION 

A growing literature in entrepreneurship focus on the theory and definition of entrepreneurship, innovation (Cantillon, 
1964); on the forces and motivations for entrepreneurship (Knight, 2005; Sorensen and Nanda, 2013), behaviors of 
entrepreneurs (Hanssan, 2012), experiences and strategies of entrepreneurs (Navale, 2013). Published research studies of 
the female entrepreneur have ranged from psychological and demographic studies (Sexton and Bowman-Upton, 1990; Ahl, 
2003) to perceived start-up obstacles (Hisrich and Brush, 1984). While these research help us fully understand the 
motivation of women entrepreneurship, mechanics of entrepreneurship process; we still need to reflect upon the 
understanding, mechanism and strategies for women entrepreneurship in Information Technology. 

This paper makes an inquiry into women entrepreneurship in Information Technology in Turkey. It focuses on the question 
"What are the motivations and strategies for women entrepreneurship in Information Technology?". Are women in 
Information Technology being stimulated by a "She can do it, why can't I?" attitude or not? The aim of this paper is to 
better understand the mechanics that drive the entrepreneurship process in Information Technology undertaken by women 
entrepreneurs.  

This study is important to show the variation of research on women entrepreneurship and make an inquiry into their 
findings. This paper questions the motivations and demotivatios for women entrepreneurs in IT and discusses the validity of 
the strategies for improving the mechanics of the entrepreneurship process. 

The paper is organized into three sections. In section 2, literature on the observations and research on entrepreneurship 
are introduced. In section 3, the inquiries into the findings of research on women entrepreneurship are made. The final 
section concludes the paper with recommendations and suggestions for women entrepreneurs and policy makers in 
Information Technology in Turkey. 
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2. INQUIRY INTO WOMEN ENTERPRENEURSHIP 

Entrepreneurship has been defined as the willingness to take risk in the new name of an idea, spending time as well as 
capital on an uncertain venture to make profit (Knight, 2005; Drucker, 2006; Brush et al, 2003).  Empirical studies have 
shown that people are drawn to entrepreneurship due to many driving forces. Sorensen (2013) suggested that significant 
influences on the decision to become an entrepreneur are workplace peers and social composition. If one entrepreneur is 
successful in venture, others are also influenced by the demonstration of the possibility of success. After seeing 
entrepreneurs like Steve Jobs, Mark Zuckerberg, Trabis Kalancik, Nevzat Aydin, social composition stimulates a "He can do 
it, why can't I?" attitude.  

Even though, social composition and workplace peers are to be major driver for entrepreneurship, women entrepreneurs 
seem to have less such influences since most of the social composition and workplace peers seems to be coming from 
success stories of men.  

Studies by Burton et al (2002), Wagner (2004), Dobrev and Barnett (2005), Gompers et al (2005), Sorensen and Nanda 
(2013), Elfenbein et al (2010), Parker (2009) provided evidence of the importance of the workplace in the entrepreneurial 
process. Workplace is particularly important source of entrepreneurial influence in modern societies; therefore, the 
workplace becomes the setting for unexpected influences, and for the serendipitous flow of information and ideas that may 
spark entrepreneurial activity (Nanda and Sorensen, 2010)  

Even though workplace is the setting for unexpected influences, and for serendipitous flow of information and ideas that 
may spark entrepreneurial activity; we see less women entrepreneurs in IT sharing workplaces such as in incubation 
centers, teknoparks or universities in Turkey and therefore having less opportunity to increase the impact of social 
composition and workplace peer to the mechanics of entrepreneurship process. This further explains why certain regions 
show variations in rates of women entrepreneurship. 

Entrepreneurs are also driven to entrepreneurship by past experience. As Hansson's study suggests, if one has faced 
multiple work stoppages or have been unemployed in the past, the probability of becoming an entrepreneur has increased 
(2012). Past experience as well as present experience in workforce is a significant driver for an increase in entrepreneurship 
in areas where unemployment rate is high, creation of new job opportunities is low (European Commission, 2012). Work 
stoppers and unemployment in Information Technology are on the rise among women tech makers in Turkey, therefore 
one would expect an increase in trend in women entrepreneurship in Information Technology. 

Knight believed that entrepreneurs are faced with three types of uncertainty: 1) risk which is measurable statically, 2) 
ambiguity which is hard to measure statically and 3) true uncertainty which is impossible to estimate or predict statically 
(2005). Risk is seen as the probability of drawing a red ball from a jar containing 5 red balls and 5 white balls. Ambiguity is 
seen as the probability of drawing a read ball from a jar containing 5 red balls but an unknown number of white balls. On 
the other hand, true uncertainty is seen as the probability of drawing a red ball from a jar whose contents are entirely 
unknown. 

Given Knight's classification of uncertainty (2005), entrepreneurships are believed to face true uncertainty when it comes to 
the creation of novel good or service, for a market that did not previously exists rather than when a venture creates an 
incremental improvement to an existing product or service. Innovations in IT which requires creation of novel good or 
service, calls for entrepreneurships in IT which are associated with true uncertainty. Therefore, most of the women 
entrepreneurs in IT are faced with uncertainty in their venture and therefore the question is needs to be examined is 
whether this is a factor demotivating women tech makers in Turkey. 

Empirical studies have looked into similarities and difference in male and female entrepreneurship (Hansson, 2005). It is 
been observed that there are more similarities than difference between them. The start-up process has been reported 
similar for men and women, and women appear to have no specific difficulties or information needs (Alsos & Ljunggren, 
1998; Birley, Moss, & Saunders, 1987; Dolinsky, 1993; Marlow, 1997; Nelson, 1987). Women seem to be discriminated 
against by banks in several studies, but the explanations appear to be mainly structural; they own the types of businesses 
that banks associate with higher risks (Buttner & Rosen, 1988; Buttner & Rosen, 1992).  

Literature consists of research which hypothesized the family to be of special significance for women entrepreneurs, either 
as an obstacle or as a resource (Caputo & Dolinsky, 1998; Dumas, 1992; Holmquist & Sundin, 1990; Nelson, 1987, Ufuk and 
Ozgen, 2001). Balancing family and work is experienced as a problem for many women entrepreneurs, but the studies do 
not report if men have similar feelings (Stoner, Hartman, & Arora, 1990). 

Empirical studies from Sweden found that the probability of becoming self-employed decreases with age for women, but 
increases with age for men (Hanssan, 2012). On the other hand, the results of research carried out in European countries, 
United States of America and Turkey show that women entrepreneurs tend to be older (Ecevit, 2017). This study also 
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showed that marriage increases the probability of a person becoming an entrepreneur. There are no research which studies 
the correlation of age and marriage to women entrepreneurship in Information Technology in Turkey; therefore, it is hard 
to comment on the influence of age and/or marriage on women entrepreneurship in Information Technology in Turkey.  

Literature consists of studies which looked into the performance or underperformance of women entrepreneurs 
(Zapalaska, 1976; Chaganti & Parasuraman, 1996; Chell & Baines, 1998; DuRietz & Henrekson, 2000). They questioned if 
women entrepreneurs do at all "possess the characteristics required for effective performance as entrepreneurs".  These 
led to the development of polarized measuring instruments (Buttner & Rosen, 1988; and Fagenson & Marcus, 1991) which 
had a masculine and a feminine scale. The items in the masculine scale were “competitive, active, independent, able to 
make decisions, does not give up easily, feels very superior, self-confident”, and “stands up well under pressure”. The 
feminine scale was comprised of “emotional, understanding, warm, able to devote oneself completely to others, gentle, 
helpful to others, kind”, and “aware of others’ feelings”. The studies that look for psychological differences between men 
and women entrepreneurs, however, very few, if any, differences between men and women entrepreneurs are found.  

3. DRIVING FORCES AND STRATEGIES FOR WOMEN ENTREPRENEUSHIP  

Past experience in previous workplaces is the motivator for women entrepreneurship. However, there are few researches 
documenting whether these experiences are pleasant or unpleasant experiences which are leading women into the venture 
of creating their new business. There is the hypothesis that most of these experiences are unpleasant therefore women are 
more inclined towards creating their own business rather than searching for better workplace experience. 

There are also few studies that focus on how many of women use their past experience in information technology into the 
creation of new IT business. Since innovations in IT calls for entrepreneurships which is associated with true uncertainty; 
one can argue whether women entrepreneurs opt to undertake new business with high uncertainty or one that requires 
less risk and ambiguity.  The practical thinking will suggest that past experience in one area of expertise should be in better 
use in the creation of a new business in the same area of expertise. However, we still see vast amount of women 
entrepreneurs coming from information technology but moving on to different areas of business such as merchandising and 
service type of businesses. The question that comes into concern is "what factors demotivates women going into 
information technology business even though their past experiences lies in IT?" . Does having family, age, capital, culture, 
governmental or institutional policies play an important role in this? If so, how can we reshape these influencers so that 
more women can create new business in Information Technology in Turkey? 

Certain regions are more prone to influence innovation in Information Technology. Since Silicon Valley is a great example 
for such observations, many tech maker aims to start their venture in this regions. All around the worlds and well as in 
Turkey, similar hubs are planned and are being introduced in order to attract entrepreneurs. As of December 2015, there 
are 63 teknokent are approved and out of 49 are operational in Turkey. There are 3744 firms in these centers and 39% of 
them are in software development; 19%  in IT, 7% in electronics, %5 machine manufacturing, and 40% in medical, 
chemistry, food, automotive, defense business (TGBD, 2017). However, there is no research showing how many women 
tech makers are drawn into such hubs in information technology and how many of them are admitted as business owners. 

Many strategies have been taken by entrepreneurs in their venture in tackling uncertainty, risk and ambiguity. Since 
balancing family and work is experienced as a problem for many women entrepreneurs (Stoner, Hartman, & Arora, 1990) 
and thus, strategies have been recommended for formulizing the family and new business equation. Caputo and Dolinsky 
(1998) recommends their government to supply micro-loans for women business starters, since home-based 
entrepreneurship makes it possible to care for children and run a business at the same time, thereby saving taxpayers 
money for dependent care. A more Scandinavian approach calls out for public childcare in which case men and women can 
participate in the labor force and provide childcare on equal terms. The recommendation of this paper would be the 
combination of both approaches for supporting women tech makers in Turkey. 

Institutionalization of support systems for women are common throughout Europe (Wegate, 2017), USA (Women 
Entrepreneurs Organization, 2017), Canada (Business Women in International Trade, 2017), Turkey (TOBB Istanbul Kadin 
Girisimciler Kurulu, 2017) and across regions (WeMena, 2017; Women Tech Makers, 2017).  Supportive measures include 
such as: 

 promotions of women entrepreneurs 

 support networking among female entrepreneurs, potential female entrepreneurs and support organizations 

 award women entrepreneurs 

 provide focused trainings and workshops 

 mentorship by men and women for women entrepreneurs 

 dissemination of information on the services provided by other entrepreneurship supporting funds and 
foundation 
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 providing free consultations to business in their starting phase, 

 scholarships for women entrepreneurs 

 providing the starting businesses with a package of the related materials, 

 informing businesses of the measure of the support systems to entrepreneurship 

 allowing access to capital through micro lending, seed capital, and angel investing 

 increasing visibility, scale and reach of existing support programs 

4. RECOMMENDATIONS AND CONCLUSION  

We see leadership positions taken by women in business and universities in Turkey; however one thing we know from 
observations is that the numbers are insufficient and that women in some areas are waiting for companies to give them the 
leadership positions they deserve (Compass, 2015). We need more women techmakers in Turkey. It seems clear that most, 
if not some of the essential components of an effective support infrastructure for women entrepreneurship in Information 
Technology needs to be found in Turkey. Therefore, this section focuses on the question "What are the major strategies 
women entrepreneurs can use in order to be successful?" 

We would see more women entrepreneurs in Information Technology by promoting their stories and strategies. Advocating 
women entrepreneurs such as Coco Chanel, Joy Mangano, Martha Steward, Sara Blakely as well those in IT such as Peng Lei, 
Gina Bianchini, Cher Wang stimulate a "She can do it, why can't I?" attitude.  Through organizations such as Girlsintech, 
WeMena.org, Womentechmakers among Turkish women in IT and allowing unexpected influences, and serendipitous flow 
of information, ideas and collaboration in IT may spark more women entrepreneurial activity in Turkey.  

In order to increase innovation in information technology, workplaces such as incubation centers, teknoparks and 
universities should bring together more women and foster their collaboration in a single workplace. By having more women 
peers in a workplace and their social compositions, we can expect the emergence of further innovations by women in 
Information Technology.  

Construction of an ecosystem which holds the ingredients needed to support women techmakers in IT would require 
support mechanisms for balancing family life and work. Incubation centers, teknoparks and universities which require 
spending a certain amount of time at a certain location and measuring their success in terms of how many hours they spend 
in a certain location does not allow fostering of innovation and construction of work and life balance.  

Studies show that innovation, creativity and entrepreneurship does not happen miraculously by spending a certain amount 
of time at a certain location (Rehman and Roomi, 2012; Walker et al, 2008). Entrepreneurship through home-based 
business ownership is recommended as a potential solution to the inter-role conflict experienced by women attempting to 
balance dual work and family roles (Walker et al. 2008). Incubation centers, teknoparks and universities which do not 
impose time-based access but instead support women entrepreneurs in their business venture to develop, test, market and 
improve customer and partner relationships are needed by women techmakers in Turkey. However, access to an 
entrepreneurial ecosystem on a need basis should also be provided to women entrepreneurs by allowing them access to 
incubation center, teknoparks and university research centers. 

We need further studies showing which regions are attracting women entrepreneurs in information technology. There is no 
research in Turkey, showing how many women tech makers are drawn into teknoparks and incubation center in 
information technology and how many of them are admitted as business owners. We need to understand whether 
acceptance criteria for entering women entrepreneurs are seen as obstacles in such hubs. Further, we need to study 
whether offerings in such hubs are geared towards the needs and expectations of the women entrepreneurs.  
Improvements on acceptance criteria and offerings of the IT regions, which are not able to attract women tech makers 
and/or not able to support them in their venture, should be defined and introduced. 

A commitment to increase the share of government economic development resources that is made available to women 
entrepreneurship in Information Technology is needed. A recognition that apart from legislator and regulator, 
governmental organizations should have the three principal role in the facilitation of entrepreneurship and small business 
development - as advocate, investor and enabler. In order to play the role of the investor, the governmental and non-
governmental agencies will need to increase the scale and scope of the investment pool for women entrepreneurs. The 
enabler role requires that government help entrepreneurs navigate the regulatory process during the start-up of new 
business as well as while running it. The advocator role requires that women entrepreneurship in Information Technology is 
advocated to women in all ages, regions, status and income. Governmental and non-governmental offerings and support to 
women entrepreneurs should not be limited to only new graduates at certain regions, but should be extended to all women 
with or without experience, with or without formal training, with or without capital, with or without physical access to a 
specific region or location.  
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ABSTRACT  
Knowledge-based economy is re-defining enterprises, re-formatting working styles, empowering individuals and re-shaping the links 
between education and business tasks in today’s globalized world. Emerged communication and information technologies especially 
invented in six decades ago is still changing the nature of business and the economy dramatically. It is obvious that transition to 
knowledge-intensive business models become popular since late 1950s. Also it is clear that advent of the knowledge economy shapes and 
changes the rules for enterprises that organize their activities in the global market places. Additionally intellectual capabilities become 
more important than physical inputs which was very important for the first machine age. The application of knowledge is one of the main 
sources of growth in the global economy and it becomes the strategic factor for the success. Having sufficient national production, 
sustainable growth, strong economy and modern technologies to create a welfare society is crucial for any modern nation. This study 
presents the concept of the knowledge economy and it's framework in this respect. Developed by World Bank “Knowledge Assessment 
Methodology” is one of the important methodologies in order to measure the progress of countries towards having a knowledge based 
economy. It has 4 pillars including 83 structural and qualitative variables and 12 knowledge indicators. World Bank's four Knowledge 
Economy pillars are economic and institutional regime, education, innovation, and Information and Communication Technologies (ICTs) 
developed for countries to do fundamental assessment of countries’ readiness for the knowledge economy and help them the transition to 
a Knowledge-based Economy. Also in this paper the analysis of knowledge economy for Turkey especially the role of innovation, ICTs and 
education pillars are examined. 
  

Keywords: Knowledge economy, knowledge assesment methodology, innovation, ICT, education. 
 

 

1. INTRODUCTION 

In the knowledge society that we are in, service/knowledge technologies have come into prominence. Knowledge became 
most valuable asset when it is compared to land, physical labor, machines and factories. Thomas A. (1997) asserts that 
wealth is production of knowledge in today’s world. According to him, “knowledge and intellectual capital which is 
organized knowledge that can be used to produce wealth is becoming corporate America's most valuable asset and can be 
its sharpest competitive weapon. The challenge is to find what you have-and use it”.He demonstrated how knowledge has 
become the most important factor in economic life instead of natural resources, machinery, or financial capital.  In the 
knowledge society that we are in service/knowledge technologies have come into prominence. Use of computers and 
communication technologies especially in academic and business world and in personal life has increased year by year. 
Therefore major changes have been observed in social and economic structure especially in developed countries. 
Knowledge Society has witnessed to alteration and transformation of populations. Knowledge brings speed and 
effectiveness for production and it plays the key role for the world’s economy.  In the 21st century, the knowledge-based 
economy has become the major trend for international societies (George, et al., 2008).  

The change towards a knowledge-based economy is happening on a global scale, a transformation is taking place in all 
industrialized economies and many developing economies are also aspiring to reach this target. Many studies in the 
literature focus on the knowledge-based economy. Gür’s (2001) study about constructing a new framework which is to be 
utilised for the assessment of possible strategies which can be applied during the transition to a knowledge-based 
economy. He developed mixed integer programming model in order to determine the required levels of human resources 
and information and communications technology investments for given levels of R&D investment of the country that 
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determines most significant characteristic of the phenomenon. The results indicate that Turkish government should 
increase R&D to considerable levels in order to trigger the transition to a knowledge-based economy. Second important 
finding is transformation towards a knowledge-based economy with an inefficient innovation system may require 
considerable amounts of additional resources compared to transforming with a more efficient system.  

Umut’s (2001) study about constructing a new framework that utilizes assessment of possible strategies can be applied 
during the transition to a knowledge based economy. A mixed integer programming model developed by him to determine 
the required levels of human resources and information and communications technology investments for given levels of 
R&D investment of the country. Results indicated Turkish government should increase R&D to considerable levels in order 
to trigger the transition to a knowledge-based economy.  

Salduz (2005) studied that examine Turkey's position as a candidate country in adaptation to the Lisbon Strategy. She gives 
general information concerning knowledge economy and EU's activities aiming to reach Lisbon strategy and EU-Turkey 
comparison with using knowledge economy indicators also she examined Turkey’s adaptation process. Study reveals that 
Turkish economy has many disadvantages both for knowledge production and using information technologies and economy 
needs reconstruction to close this gap and also for knowledge economy that reconstruction requires renovations in science 
and technology policies, education policy and industrial policy.  

Arıkan (2008)  examines the dynamics of the innovationy with 122 Turkish firms from a wide variety of sectors, through 
exploring the characteristics of organizations in terms of their openness to innovations. Relating this innovative culture both 
to the systems organizations utilize to enhance innovations and to the actual innovations implemented in his thesis. The 
results show that innovation leads to better business performance. An organization’s market orientation, learning 
orientation, and entrepreneuiral orientation lead to more openness to innovations.  

Tuncay (2008) studied the place and importance of knowledge economy in the economic growth process. an augmented 
Cobb-Douglas production function, which is an approach based on neo-classical theory is used in investigating the effect of 
knowledge on the economic growth of Turkey and thus the direction and size of the relation between investments in 
knowledge communication technology and economic growth in Turkey during years between 1980 to 2006. The results 
showed that the investments in communication technology knowledge have a positive effect on economic growth for 
Turkey. 

Senem (2011) studied discussions on clarifying of relationship with knowledge economy and growth and productivity 
paradox by linking the presence of threshold effects. “being over of a specific level of some factors that countries have, 
leads to differences in the relationship with knowledge economy and growth” is the hypothesis. The panel data set is 
analyzed consisting of 39 countries with different level of development with fixed effects method for years 1995, 2000, 
2007, 2008, 2009. In growth model which is per capita income is dependent variable; Knowledge Economy Index (KEI), R&D, 
capital, employment ratio are explanatory variables examined for the threshold effects for KEI and R&D variables as well as 
the numerical and statistical chancing of KEI coefficient is examined for indexes containing human capital, technological 
knowledge and innovation capacity, information and communication technologies (ICT) . 

Memişoglu (2012) studied major factors of knowledge-based economies between years 2000-2010 based on World Bank 
Knowledge Assessment Framework, on economic performance indicators such as Gross Domestic Product(GDP), GDP per 
capita and economic growth rate in Brazil, Russia, India, China, South Africa and Turkey (BRICST). Secondary education  and 
ICT infrastructure are found to be important infrastructure factors affect GDP per capita positively for BRICST countries. 
Country’s ability to innovate, benefit from ICT and enhance economic performance can be affected by accumulation of 
educated people in Research and Development. Also personnel number of R&D which is an indicator for innovation 
potential has positive influence on the GDP. The major things affect economic performance found as ICT infrastructure 
expansion together with educated R&D personnel in the BRICST countries. 

Vuslat(2014) studied reviews institutional transition in particular universities around the world by means of knowledge-
based economy. The aim of her study is to comprehend the institutional transition by means of knowledge-based economy 
in general and transition of universities is investigated deeply among institutions as an important part for innovation and 
knowledge in 4 Turkish Universities as Istanbul Technical University, Boğaziçi University, Sabancı University, and Istanbul 
Bilgi University. Also some universities from the world are examined about their management, productivity, and academic 
change. 

Işık (2012) studied effects of R&D, Innovation, Patent, Information Technologies for Turkey in years between 1990-2010. 
The competitive advantage factors in knowledge economies are analyzed by various methods. As a result of theoretical and 
empirical analyses, it is determined that the factors of competitive advantage in knowledge economies, contribute to the 
economic growth and the development of our country’s position in the world in respect to knowledge economy. 
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2. KNOWLEDGE BASED ECONOMY 

The knowledge economy can be defined as “in the use of knowledge to generate tangible and intangible values. Technology 
helps to transform a part of human knowledge to machines and tools. This knowledge could be used by decision support 
systems and generate economic values in various fields”. Besides, emerging technologies and changes in the production 
structure have changed the demand structure significantly. (Sadık, 2000). As Charles Leadbeater (2000) states, more of the 
value of manufactured products will come from the software and intelligence that they embody, and more of what we 
consume will be in the form of services in the new economy. The knowledge across all sectors, content of products and 
processes is ascending. Everything is getting smarter from computers and photocopiers to cars and corn.   

It is emerged as a result of intensive knowledge in economic activities, globalization of economic activities and 
improvements in information and communication Technologies (ICTs). OECD(Organisation for Economic Cooperation and 
Development) defines knowledge economy as: “Economy in which knowledge is being used in distribution and 
production.”(OECD, 1996). According to OECD Knowledge-Based Economy Report (1996), the new driver of productivity and 
economic growth was defined as knowledge. The new global economy is very distinctive in terms of its strategies of flexible 
production organized around principles of knowledge based economy that knowledge is accepted as the main drive of the 
economic growth.  

Susan(2005) sets the essence of the knowledge economy as:  

 the balance between knowledge and resources (labor and capital) has shifted toward knowledge;  

 securing long term economic growth will be much more dependent on knowledge;  

 education will play a critical role in economic growth;  

 education systems will need to respond in new ways to the demands of knowledge economy. 

Economic incentives and institutional regime, policies and information and communications technologies (ICTs) are pillars 
of the knowledge-based economy. Access to networking is essential in acquiring and disseminating knowledge and the 
Internet is one of the key drivers of ICT, resulting in new approaches to doing things. We are witness to arising of new 
important definitions and drivers for economic performance. Such as information society with increasing communication 
and computer networks, learning economy with the need of workers to acquire a range of skills and to steady adapt these 
skills, and national innovation systems with the raising importance of knowledge and technology diffusion requires better 
understanding of knowledge networks are defined in knowledge-based economy (OECD, 1996).  There has been a 
knowledge explosion because of new inventions especially in the last five decades by growth in technological researches 
and in the usage of the technical tools and equipments. 

Knowledge-based economy also leads collaboration opportunities for information and communication technologies to 
conceive high qualified products with low costs (European Commission, 2001). Economic model in which knowledge comes 
into prominence, drives existing business processes and way of doing works to be more qualified (Oytun, 2013).  As a 
matter of fact, any kind of production is knowledge-based. Economy’s main elements which are production, consumption, 
distribution and their relationships also new market structure have been restructured based on knowledge. Consumers 
began taking goods and services faster, without being limited by time and location. Researchers can analyze consumer 
behaviors better and more accurate with more datum in digital environments. Barriers to market entry and exit reduce and 
information becomes a function of competition (Oğuz, 2005). Since barriers have been removed, producing innovative gods 
and services have become a must. The economic effects of physical distances, geographical differences and the cost of 
access to information have been decreased result of using ICTs. Moreover, new startups costs are declining and the 
advantage to compete in new markets is increasing. Despite financial capital has accepted as a formerly scarce resource, in 
today’s world qualified human resources become scarce resources (Kamil, 2007).  

Since knowledge has no fixed capacity, shows more rapid change in that sense and tends to be obsolete in a short period of 
time, it is difficult to calculate knowledge’s market value. Additionally, knowledge is difficult component to quantify.  The 
first attempt for the assesment of knowledge and development of a framework to interpretation of data related to science, 
information, technology, communication and innovation has been made by OECD. The OECD report notes that ―OECD 
countries continue to evidence a shift from industrial to post-industrial knowledge-based economies. Here productivity and 
growth are largely determined by the rate of technical progress and the accumulation of knowledge. Of key importance are 
networks or systems which can efficiently distribute knowledge and information. Learning on the part of individuals and 
firms is crucial for realizing the productivity potential of new technologies and longer-term economic growth. Many other 
institutions like World Bank, Eurostat Eurostat, UNESCO, International Telecommunication Union and United Nations have 
introduced a range of indicators in order to analyze country’s potential for knowledge and knowledge based economy. They 
have been built several indexes. Well-known institutions which develop these indexes are The World Bank, Harvard 
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University International Development Center, McConnell International, The Economist Intelligent Unit, UNCTAD, The United 
Nations Development Program, World Economic Forum and The Mosaic Group (Leila, et.al, 2007). 

2.1. Pillars of Knowledge Economy   

In 1999 the World Bank developed Knowledge Assessment Methodology (KAM) which is a method aims to show 
opportunities to countries and identify problems may them face towards transition to knowledge economy. KAM is 
designed to supply basic assessment of countries' readiness for the knowledge economy, and identifies sectors or specific 
areas where policymakers may need to focus more attention or future investments. It has an online interactive tool that 
produces the Knowledge Economy Index (KEI)–an aggregate index representing a country’s or region’s overall preparedness 
to compete in the Knowledge Economy (KE). Knowledge Economy Index indicates a country's or a region's overall level of 
development in terms of knowledge economy. KAM has 69 structural & qualitative variables on 4 pillars and normalized 
from 0 (worst) to 10 (best) for 100 countries. The unique strength of the KAM lies in its cross-sectoral approach that allows 
a holistic view of the wide spectrum of factors relevant to the knowledge economy. These factors are briefly summed up as 
follows: Information and Communication Technologies: Appropriate business environment that the knowledge economy 
can be developed in; R&D and Innovation; Education 

3. ON THE PATH OF ESTABLISHING KNOWLEDGE ECONOMY AND TURKEY 

3.1. Turkey and World Knowledge Economy Comparisons  

The underlying reasons behind differences in countries' long-term growth performances are grouped under four main 
headings such as investment (fixed capital, and information and communication technology sector), non-formal education, 
innovation and structural change. According to our study, relationship between the Knowledge Economy Index (KEI) and 
GDP examined and results are positive. According to the our regression test depicted below, the correlation between KEI 
and economical performance is about 85%. GDP and KEI relations, Knowledge Economy Index of Turkey pillars figures and 
KEI table are given below. 

Figure 1:  GDP per Capita & KEI Relation 
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Figure 2:  Turkey and World KEI 

 

According to "Informatics for Breakthrough, Turkey for Economics Information and Communication Technology Sector-
Breakthrough Strategy 2023" report, while Turkey's competitiveness in the information and communication sector (ICS) is 
poor, some other developing countries’ competitiveness is high. While South Korea, Singapore and Brazil don’t show any 
alteration, in China and India there has been a significant increase in competitiveness in the last three years. ICS’s 
productivity in Turkey is four times of total private sector productivity. Despite this importance, it is seen that contribution 
that ICSs should make in increasing productivity in Turkey hasn’t occurred. A conclusion shouldn’t be drawn like there is no 
affect of ICS in increase in productivity. The underlying reason of this is ICS’ small share in whole economy and this small is 
decreased rather than increase in the examined period. Taking into account all variables of Turkey’s KI and KEI ranks, results 
are:  fixed capital investment and information and communication sector investments are not enough; Research & 
Development expenditures fall behind the fast developing countries, but increase in production efficiency by innovating 
could be achieved; develop the educational level of human capital not achieved, tendency to high-tech products in the 
structure of production remained limited. In below table knowledge related indexes are given for World and Turkey. 

Table 1:  Turkey and World knowledge related indexes  

Index World Turkey 

Knowledge Economy Index 5,12 5,16 

Knowledge Index 5,01 4,81 

Economic Incentives and Institutional Regime 5,45 6,19 

ICT 3,58 4,5 

Innovation 7,72 5,83 

Education 3,72 4,11 

 

3.2. ICTs, Innovation and Education Pillars 

In the 21st century, we are in the midst of “knowledge revolution” that increased importance of education, innovations and 
also updated skills for sustainable economic performance and improvement. The knowledge economy is transforming the 
demands of the labor market in economies throughout the world. In industrial countries, where knowledge based 
industries are expanding rapidly, labor market demands are changing accordingly (World Bank, 2003: 1).  

ICT includes a dynamic information infrastructure-ranging from radio to the internet-is required to facilitate the effective 
communication, dissemination and processing of information. A dynamic information infrastructure is needed to facilitate 
the effective communication, dissemination, and processing of information. information infrastructure that facilitates the 
communication, dissemination, and processing of information and technology. The increased flow of information and 
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knowledge worldwide reduces transactions costs, leading to greater communication, productivity and output. Today’s 
global competitive environment, becoming successful and increasing the productivity will be possible not only by structure-
process and technological changes but also by using knowledge and utilizing of ICTs(Information and Communication 
Technologies) especially teaching and developing of high quality human sources and by preparing them for the new 
concepts. ICTs lower the costs of various aspects of knowledge activities. How intense countries use their knowledge and 
ICTs and contributions do these technologies becomes very important. In this context, Turkey has been reconstructing 
certain processes and policies to keep pace with alterations and to be competitive benefiting from advantages of the 
process (Eda, 2011).   

Turkey would be count as to be a young industrial country by the courtesy of policies such as protectionism and incentives. 
Turkey owes partial change to the law of diminishing returns. Law of diminishing returns, gives developing countries a 
chance to learn producing goods with high added value. However, law of increasing returns is valid in knowledge society. 
Thus, specialization in the production of goods with high added value and making production more efficient through 
knowledge are required (Sadık, 2000). According to the “Information and Communication Technologies toward 2023 Goals” 
report of International Investors Association, it is expected that impact of 1 unit of growth in information and 
communication sector will be 1.8 units of growth in whole economy. In 2011, ICT sector size at the global level has reached 
$4.1 trillion. And the size of the sector in Turkey is estimated to be $ 30, 3 billion. Turkey’s country’s share in global 
information and communication sector remaining at 0.75% indicates the sector's growth potential. When the sub-sectors of 
the market in Turkey are analyzed, it is seen that the growth potential of ICT industry whose share is 0.4% in global market, 
is much higher. In case of reaching targeted 8% share of ICTs in $2 billions GDP, merely to be provided contribution through 
total factor productivity growth is estimated to be over $71 billion (YASED International Investors Association, 2014). 

An educated and skilled population that can create and use knowledge and an effective innovation system consisting of 
research centers, universities, think tanks, and other organizations that can create knowledge are two drivers for 
development. Educated, creative and skilled people and effective national innovation system are two important factors. For 
innovation system, KAM uses three variables: R&D per million population, patent applications granted by the US Patent and 
Trademark Office (USPTO) per million population, and scientific and technical journal articles per million population. In 
summary KAM's innovation pillar aims to measure country’s innovation system—firms, research centers, universities, think 
tanks, consultants, and other organizations—must be capable of tapping the growing stock of global knowledge, 
assimilating and adapting it to local needs, and creating new technology. 

According to Innovation Union Score Board which is used to measure innovativeness by Europe Union Commission and is 
compiled through 25 indicators, even Turkey displays an increasing performance since 2006; she is still between countries 
that categorized as low in terms of innovation. In below figure , rankings of Turkey and other countries can be seen. Also we 
get application data from European Patent Office to compare european countries with Turkey. Turkey still has a lot of 
potential to grow its performance compared to its population. Moreover according to Turkish Patent Institute’s data, 
Turkey’s patent application numbers are increasing since 20 years. 

Figure 3:  Innovation Union Scoreboard 2015  (European Commission). 
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Figure 4:  European Patent Office applications per mio. inhabitats   

 

In industrial countries, where knowledge based industries are expanding rapidly, labor market demands are changing 
accordingly (World Bank, 2003: 1).World Bank’s KAM methodology “education and skills” pillar aims to measue country’s 
people needs education and skills that enables them to create and share, and to use it well. Education has a significant role 
to play that goes beyond input/ investment models to a finessed output set of specifications. For education pillar, three 
variables are used: the adult literacy rate (percentage of population aged 15 and above) gives a very broad stock measure 
of educated population, gross secondary enrollment rate and gross tertiary enrollment rates provide a flow rate. 
Experiences of developed countries shows that national innovation system, human development, effective education 
system and information-delivery technologies and business environments should affect each other satisfyingly and they 
should develop parallel to each other in order to have a successful knowledge economy (World Bank, 2004). Literacy rate, 
adult total (% of people ages 15 and above) in Turkey was 94.92 as of 2012 and 95,5 for 2015 as an estimation. 

Over the past decade, the OECD Programme for International Student Assessment, PISA, has become the world’s premier 
yardstick for evaluating the quality, equity and efficiency of school systems. PISA evaluates education systems worldwide by 
testing in key subjects critical thinking in math, science, and reading to 15 year olds(OECD,2012) It conducts research on the 
65 countries that make up 90 percent of the world’s economies. The OECD Directorate for Education has found that student 
achievement in math and science are a sound indicator for future economic health. Turkey has involved this test since 2003.  
As of 2015, they revealed 2012 PISA test results.  According to PISA 2012 results, Turkey is ranked 42nd for maths, 41st for 
reading skills and 45th for science skills. Turkey had low PISA scores in 2003 and recorded an average four-
point improvement in all three skills in 2012. 

Figure 5-6-7-8-9:  Student performance in maths, reading, science, problem solving means by countries   
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4. CONCLUSION 

Knowledge economy relies primarily on the use of ideas rather than physical abilities and on the application of technology 
rather than the transformation of raw materials or the exploitation of cheap labor. It is an economy in which knowledge is 
created, acquired, transmitted and used more effectively by organizations, individuals, enterprises, and communities and 
that’s why it promotes economic and social development. Knowledge economy discourse borrows heavily from work 
developed by a group of 1960s intellectuals, futurologists and information economists, like Peter Drucker (1969), Fritz 
Machlup (1962) and Daniel Bell (1973)–that industrial societies were in transition to becoming variously knowledge 
economies, post-capitalist and post-industrial societies. It is an economy in which knowledge is created, acquired, 
transmitted and used more efficiently and effectively by governments, enterprises, organizations, individuals and 
communities and it promotes economic and social development. In 1999 the World Bank Institute launched a project 
entitled “Knowledge for Development”. It aims were to raise awareness among national policymakers about the powerful 
growth effects of knowledge and to encourage economists to combine global and local knowledge in order to accentuate 
comparative advantages (World Bank, 2008). According to findings, Turkey should increase investments in information and 
communication Technologies, also increase R&D expenditures, increase level of productivity in production by innovations, 
upgrade the level of education to have required necessary qualified human resources and should be directed to high-tech 
products in the production structure on the path of establishing knowledge economy. 
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ABSTRACT 
In traditional way of meal ordering process at a restaurant, firstly customers browse through the restaurant menu and then they wait for a 
waiter to come and take their orders. This procedure can be slow and decrease customer satisfaction during busy hours. Moreover, it is 
prone to human made mistakes. Automated systems can be used to optimize procedures by means of minimizing human made mistakes, 
decreasing waste of paper and thus making ordering procedures more time and cost efficient. There have been numerous attempts to 
automate ordering process in restaurants in recent years. For example, having a tablet PC on each restaurant table is one of the most 
popular solutions in the market while it is not cost effective since it requires many tablets. In this paper, we have designed and 
implemented an automation solution which benefits from WiFi’s captive portal feature on mobile device of restaurant customers. In the 
proposed system, customers just need to connect restaurant’s open WiFi from their table without waiting for a waiter to come and take 
their orders. Once their connection succeeds, customers will be directly forwarded to the web page on cloud server where they can browse 
through a menu and submit their orders without installing any application or any change in their mobile device. Each customer is identified 
by their WiFi card’s MAC address which is reported to cloud server by lightweight software that runs on WiFi access point (AP) together 
with their received signal strength (RSSI) level and restaurant identification code. System is designed to scale easily to multiple restaurants 
placing configured WiFi AP on each restaurant using same cloud server. Our proposed system provides an easy to use solution for restaurant 
customers and a cost effective solution for restaurant owners as they can utilize their human resources more efficiently. 
 

Keywords: Digital food ordering system, wireless food ordering system, restaurants, Wi-Fi, network 
 

 

1. INTRODUCTION 

Advancements in numerous fields of technology especially in wireless networking, cloud systems, and mobile devices have 
been deeply affecting our daily life routines and even changing centuries of traditions within less than quarter century. 
There have been developed numerous solutions in so many fields to optimize various procedures by substituting of humans 
tasks with automation systems. Hospitality industry is one of those areas where engineers studied to combine and utilize 
these technologies to develop automation mechanisms to have optimized and efficient systems in recent years. 

Hence most of systems in hospitality industry are used by staffs but not customers even though customers are in the most 
critical part of their process. So staffs use those automation systems to work more efficiently, even though they interact with 
their customer in conventional way. For example think of ordering scenario described by steps in a restaurant: 

 Waiters visit each one of tables to have orders from customers in traditional way. 

 Then they use their hand terminal gadget to input orders to automation system. 

 Automation system handles billing and also updates screens in kitchen. 

This is one of most common scenario because staffs are obligated and also trained to use these automation systems but 
customers cannot be forced to be trained to use such new systems since they are the ones who must be satisfied, especially 
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in hospitality industry. In our proposed system, restaurant customer who will happen to use our system for the first time will 
be having ordering scenario as follows: 

 Customer pick one of table and settles himself 

 He starts to wait for the waiter to come to take his order. 

 He notices paper holder with instructions simply telling him to connect WiFi point with mobile device to submit 
his order. 

 Once he connects to WiFi AP, splash page with menu of restaurant welcomes with browser under URL of 
“http://menu.wf”. 

 He checks for the meals and adds desired ones into his basket. 

 He submits his order with table code that is written on paper holder. 

 Internet usage will be open to customer as he correctly enters 4 digits table code. 

Customer is not required to install any application or make any change on his mobile device to use this system due to web 
based menu page, he also do not need to type domain name of website thanks to captive portal feature of WiFi AP which 
automatically directs customers to website. This system is advantageous compared to existing conventional procedures and 
other variants in the market by means of manpower need, likelihood of human made mistakes, capital, operational 
expenses and most importantly customer satisfaction. Since all it is really is for customer to submit his order via this 
automation and all it needs for restaurant is a WiFi AP to install system. The rest of this paper is organized as follows. 
Section 2 reviews the existing and new approaches that are followed in recent years. Section 3 describes system design. 
Section 4 shows and discusses experimental results of our implementation and finally in section V we draw conclusion and 
future scope. 

2. LITERATURE REVIEW 

2.1. Waiter Based Systems 

Waiter based approaches are most widely used methods where waiters have full authority to manage communication 
between customer and kitchen staff. It is favorable for places where social interaction between customer and restaurant 
staff is important. But it has so many drawbacks since it is bulky and open to human made mistakes. 

2.1.1. Pen and Paper Model 

This method and its variants are most primitive and most common procedure used in restaurants. In this system waiter uses 
small notepaper to write down orders. Menu cards are printed into paper. Ordering operation starts as customer sits to their 
table and waits for the waiter to come. Then waiter delivers menu card and waits for some time for customer to decide 
what to order. After waiter notes the orders he goes to kitchen part to inform kitchen staff for meals. 

This traditional method has so many drawbacks in terms of efficiency and cost. System is highly depended on paper which is 
not suitable material for environments where foods are prepared and served. Paper can easily be affected by water, fire and 
oil. It is open to human made mistakes because waiters listen orders, they note them and they deliver it to kitchen. There 
are three people in this communication chain which makes it really likely to happen mistakes. It is common for restaurants 
to update price lists or making various modifications on menu cards. But even for minor edits whole menu cards need to be 
updated which results in paper waste and money. Waiters should check every table for customers if they are ready to order 
or waiting for check out. It can be even more troubling for places where there are more than few floors and architecture 
doesn’t let staff to see every point in restaurant. It is also not easy to manage paper notes for further investigation to collect 
and evaluate statistics about restaurant. 

2.1.2. Kiosk Screen 

These systems are early examples hence most common systems in an attempt of digitalizing ordering process and also 
maintain communication between waiters and kitchen staffs. There are mostly one or few screen terminals in central 
positions in restaurant depends of size of place. As waiters collect orders with their notepaper, they come and input those 
data into screen terminals. Order information will reflected to billing and screens in the kitchen. Each screen terminals are 
connected to a PC running special software. 
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This system makes it possible to evaluate detailed statistics about orders and understand customer tendencies for different 
time periods. It decreases service time as waiter doesn’t need to go to kitchen to inform kitchen staff for each order. It is 
also less likely to have human made mistakes because it is easier to follow orders reflected into screens compared to 
reading from paper or keeping in mind the orders. Even though it is still bulky since waiters still need to note orders into 
papers and system still prone to mistakes. This system can’t bring any solutions for menu cards to be easily modifiable as 
they are printed into papers. 

2.1.3. Wireless Mobile Terminals 

They are basically mobile versions of kiosk systems, namely personal digital assistant (PDA). They are useful as waiters do 
not need to note every order to paper or memorize them to re-input these information into kiosk. Waiter with PDAs can 
easily visit tables with it by carrying this device like a notebook. They can directly input orders and details into PDA once 
customers verbally inform customers. 

Even though it is one of most improved technology among common automation systems for waiters in market it has some 
drawbacks too. Especially large restaurants with high amount of waiters require more of those devices which will lead to 
more expenditure. Each one of those devices continuously should function properly with enough battery level. So need for 
maintenance for all devices will cost time and manpower to restaurant as many pieces of hardware used in system. 

2.2. Customer Based Systems 

Customer based systems are advance version to the existing widely used automation technologies in market. In these 
systems customers take action first and perform operations via touch screens to submit their orders. They optimize 
communication chain between customer, waiter and kitchen staff. Since these systems are used by the customers they must 
provide easy to use and understandable interfaces because it is not practical to train each one of customer to use and teach 
such technologies. 

2.2.1. Mobile Application Approach 

Mobile application approach is low cost solution by means of necessary hardware as it does not require any additional 
device for restaurant. This method can be applied for customers to order before they come to restaurant to save time [1] or 
for customers inside restaurant [2]. In these systems mobile device of customers is used to submit their order. These 
systems expect customers to have mobile device and also expect them to install special application for restaurant. Sadly this 
scenario less likely to happen as long as customer is not obligated to use to order from mobile device. Because it is already a 
big challenge to expect customers to submit their order by themselves but in this method they also need to find this 
application in appstore, probably download it from internet that charged on their ISP subscription and submit order with 
table number which is mostly encoded into QR code. This method requires more developer work as customers might have 
various kinds of device beside commonly used Android and iOS based devices. There might be customers having Windows 
phone or even Laptop with Linux based operating system. Most of variant of such systems limit itself with Android and iOS 
because even struggling between versions of Operating Systems is difficult enough to maintain. 

2.2.2. Touch Screen Assembled on Table 

In this system all tables in restaurants have touch screens assembled or special casing that connects screen to table. Most of 
implementations use tablet computers with special application always running on it [3][4][5]. This method is favorable 
compared to mobile application approach as customer can easily spot those screens on table and start to use it. But 
installing these systems in restaurant will cost so much money. Additionally increased number of hardware will require more 
maintenance manpower considering all screens must work properly under condition of public use. Moreover screens under 
public use on food table will likely to have fingerprints of previous customer. It will either lead to customers with hygiene 
concerns abstain from using it or will require for waiters to clean those screen for ever service. It is likely to observe 
restaurants with these systems have low cost resistive touch screens which result in low quality of user experience. Because 
such screens have no multi touch support and screen reaction is slow. 

3. PROPOSED SYSTEM 

As it is described above waiter based ordering systems have more of workload into one person in communication chain 
from customer to kitchen staffs. New generation systems are trying to solve this with giving authority to customer on their 
order with various approach which are either not user friendly or expensive to install. In our study we designed and 
implemented a solution considering both user experience and cost of installing in a restaurant along with operating it with 
no additional effort or expenses like providing maintenance to so many pieces of hardware. Objective of our proposed 
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system is to use WiFi, web and mobile technologies to address three main problem in restaurants that new generation 
solutions that could not able to solve : 

 Decrease work load on waiters in process of ordering by optimizing communication chain between customer, 
waiter and kitchen staff with more involvement of customers. 

 Provide restaurants dynamic menu card system where they can modify whenever they want and even put daily 
advantages instead of using printed media. 

 Customers no longer need to ask for WiFi password to restaurant staff as they will able to use internet once they 
submit their order with correct 4 digits of table code that provided to customer with Plexiglas stands on each 
table. 

Our system is beneficial to mobile application based approach as there no need for customers to install any additional 
application or to do any change on their mobile device. Furthermore this system even motivates customer to use it by 
providing direct access to open WiFi. It is also easier to maintain our system for wide range of devices as it is developed for 
browsers as web site instead of specific operating system. 

This solution is more cost effective solution compared to system with touch screens assembled on each tables. All it needs 
for our system to install in restaurant is to place WiFi AP with internet connection and provide tablet to waiter or kitchen 
staff to receive orders.  There is no need to maintain a server computer inside restaurant as this system is cloud oriented. 
This will decrease maintenance work and make it easier to manage more than one restaurant from one center. 

3.1. System Design 

System has three main parts as it is depicted in Figure I; which are user devices, WiFi APs and cloud server. 

Figure I: System Design 

 

3.1.1. Cloud System 

This is Linux based Ubuntu 14.04 PC running Apache HTTP server. This machine serves both customers and staffs for 
multiple restaurants. Following technologies are used in our cloud server to manage and process orders, customers, menu 
list and table codes for all restaurants. MongoDb is used as database software which is classified as open source document 
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oriented NoSQL database program. We have prefered it as NoSQL database systems like MongoDb fits agile approach very 
well. Because it gives space to software to be more elastic for changes according to different business models that are used 
in different restaurants. PHP is used in backend of web development to process and manage all kinds of data in automation 
and store them into database. AngularJS and JQuery are used in frontend of web development. AngularJS was our prior 
choice because we consider it easier way to manipulate HTML pages compared to other Javascript frameworks. This server 
contains two different UIs one for restaurant customers and other one for restaurant staffs which are separated as customer 
and staff area respectively. 

Customer Area - When customers are connected to WiFi point they will automatically be forwarded to this area of server. 
Then server will detect customer’s restaurant by the report of AP that customer device connected. Customer UI of related 
restaurant will welcome afterward. Customers can browse through menu page, submit their order, track their order status, 
leave message to restaurant staff, call waiter and make call for checkout within this area. 

Staff Area - This section will serve to restaurant staffs including managers, waiters, kitchen staff and whoever in charge of 
menu lists and ordering process. Only devices with pre-configured MAC addresses have access to this part of server. There is 
also login page to ensure security of management panel against MAC spoofing attacks. Restaurant staff can access 
management UIs and control menu lists to be shown to customer area and manage ordering process. 

3.1.2. WiFi APs 

Those are TP-Link devices providing wireless connection within IEEE 802.11 b/g/n protocols which operates in 2.4GHz 
carrier frequency band. Restaurant can have more than one WiFi AP to maintain full signal coverage to customers within 
dining area. WiFi APs carry following tasks with our software running on them:   

 Redirect customers to menu page of restaurant under domain name “menu.wf” once they connect to WiFi point 
with captive portal feature. It will let system to catch customers really quickly without need of installing any 
application or doing any change on mobile device. 

 As our system is designed to give support multiple restaurant. WiFi AP sends Restaurant ID to server so that our 
software that runs on cloud will know which restaurant’s customer is accessing. Customers will see the menu page 
of related restaurant that they are in. 

 MAC address of WiFi card of customer’s mobile device is reported to cloud server to identify each customer. MAC 
address is unique identifier that every WiFi card that have. Our system can identify each customer with this 
address without need of customer enrolling or signing in to our system. 

 RSSI level of each customer device reported to server with the order submission by WiFi AP. RSSI is a digital value 
of measurement of the power present in a received radio signal. This information can be seen by management 
panel for security reason and also monitoring coverage performance of WiFi AP. This system can be used 
anywhere WiFi AP coverage reaches. So that some people with abusive intents might submit orders outside of 
restaurant. These suspicious orders can be detected by the RSSI performance as they will have weaker signal 
powers. 

3.1.3. User Devices 

These can be various devices from mobile phone to laptop PC that able to connect WiFi APs to access either customer area 
or staff area on cloud server. These devices should have WiFi card supporting IEEE 802.11 b/g/n protocols which operates in 
2.4GHz carrier frequency band and able to run any kind of web browser. Today all kinds of smart device even old fashioned 
ones meet with such requirements. 

Customer Devices - These are mobile devices that are used to access customer area on cloud server. Devices are directed to 
menu splash page in customer area by their connection to WiFi AP. They can view meals, submit their orders, track their 
order, send call to waiter with message and ask for bill to checkout within customer UI. 

Staff Devices - These are equipments that are used by restaurant staff to manage order process and modify menu lists. MAC 
address of network interfaces that are used for this purpose are defined into cloud server for security control with the help 
of MAC address reporting mechanism that WiFi APs have. 

 Management Panels: These devices are used to access staff area of cloud server to manage ordering process and 
modify meal lists. These can be small tablet to desktop PC having connection to cloud server via WiFi AP. 
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 Alert Light: We have developed a light system in our automation in a request of restaurant staffs. As our system is 
alternative to their existing automation, continuously checking our system’s order management panel requires 
extra work for them. We have designed order alert module that notifies staffs with light for the any customer call 
that needs action or approval by restaurant staff. We have used an open source IoT platform named NodeMCU 
having built in ESP8266 WiFi chip with full stack TCP/IP support along with MCU. 

4. RESULTS AND DISCUSSION 

In our development we have aimed to apply agile approach which leads us to work with our customers during continuing 
development process to shape the system in optimum way addressing practical solutions on place. Sarayli restaurant 
welcomed us to install our system which is located in close vicinity of our development environment. So we could easily 
observe and test our system. This is big restaurant with capacity to serve 3000 people in 4000 m2 area. They like to test this 
system in garden part where their waiters having difficulty to manage that area with waiters. We have chosen 8 tables for 
our test setup and placed them our paper stands which contain table codes and instructions to use system. One tablet PC is 
placed just next to kiosk screen to receive orders as management panel. 

During our tests we have surveyed with restaurant staffs and managers and ask for any kind of problem to solve and any 
additional feature to develop. Their first demand was full adaptation of our system to their existing automation software 
which was waiter based kiosk system described above in literature review section. Sadly it is not possible for us to maintain 
our software to work with any type of automation as we have developed this system as a generic design which should able 
to be applied to any restaurant. It is not scalable to develop systems that need efforts to adapt each one of restaurant 
having different existing automation software. Their another demand came from waiters. They have complained that they 
need to check management panel continuously all the time to not miss any received orders. To solve this issue we come up 
with wireless alert light which warns waiters for incoming orders or demands of customer. So they no longer felt to need for 
check this screen all the time. One more improvement request came for billing summary. Existing billing system was 
showing receipt per customers. But sometime it might also be asked per table total including every customers in table. We 
have developed detailed view in billing management section where they can view order totals per table and per customers. 

We have observed our system performance by number of orders and statistics of menu page traffic during one week period. 
Statistics for users are obtained both within our system and by Yandex Metrica, a free service designed to measure websites 
visits and analysis of user behavior. In our tests; restaurant menu page viewed by 112 different devices with the bounce rate 
of 26.6% which means 73.4% of customers browsed through menu page and checked meals during their attempt to connect 
to internet via our WiFi AP. Our system received 17 of 83 orders in 8 tables during one week period which makes 20% of 
orders. Considering this restaurant have mainly customers from middle aged people who visit this place with their families, 
we name this outcome as acceptable result as it has even higher potential for places with younger customers who are more 
motivated to use new technology. 
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Figure II: Devices by Number of Sessions 

 

 

Figure III: Age Groups                                                            Figure IV: Device Shares 

               

Figure III and figure IV shows share of age groups and device types respectively. Figure II depicts detail statistics of customer 
devices by number of sessions. Yandex Metrica reports support our claims that people who are in over aged almost never 
tried to use system even though majority of customers are from this age group according to our observations. Statistics also 
shows superiority of our system over mobile application approach explained in literature section where it is hardly possible 
to give support to large spectrum of devices from various vendors. 

5. CONCLUSION 

In this study, we have proposed our design and implementation of restaurant automation with different approach unlike 
systems in use in the market and proposed designs in literature. We have discussed advantages of our system as it attracts 
customers with WiFi connection and let them view menu list, submit their order, track order process, call waiter and 
message to restaurant staff with provided UI option on their mobile device. We aimed to have less man power need of 
restaurant staffs as we give more authority to customers into their ordering process. 

As our project will be used by more and more in restaurants, our design is open to development for other features and 
ideas. This system has unique network model as this system exists in both ends of WAN communication from AP to cloud 
server. It brings different kinds of security threats and also makes it possible for different approaches to secure. We have 
used MAC based security protection but it can also be exploited by MAC spoofing attacks. To prevent this kind of abusive 
penetration attempts into our system, smarter methods can be used to verify staff devices using machine learning 
algorithms by taking usage behaviors into account to detect suspicious login attempts. 
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ABSTRACT  
This study investigates ergonomic problems faced by manufacturing employees due to wearing inappropriate safety shoes. A total of 30 
survey respondents was recruited based on the shoes they wear. Pedar-X was used in the experiment to measure the pressure that acts on 
the wearer’ feet. Survey results showed the wearer’ experienced the highest pain with the frequency of 80% for right and 83.33% for the 
left heel for wearing safety shoes two to three times a week. Meanwhile, Pedar-X recorded average peak pressure, force and surface area: 
Amporlo, 90.53 kPa, 259.57 N, and 67.74 cm2; Land Master, 75.07 kPa, 273.79 N and 72.65 cm2; Jack Parcell ordinary flat, 67.85 kPa, 
170.68 N and 52.08 cm2 respectively. It was found strain on the front and middle of the feet were lowest. Meanwhile, the back foot, which 
locates the heel recorded the highest pressure value of 185 kPa as a result of wearing inappropriate safety shoes. 
 
Keywords: Peak pressure, force, surface area, foot, comfort 
 

 

1. INTRODUCTION  

There is a wide range of safety shoes designed and used in the workplace depending on the existing hazard. It can be 
divided into three categories, such as safety, protective and occupational shoes. Safety shoes are made of various materials 
and are equipped with a special internal protection element, such as toecap, metatarsal anti-stress, ankle protector and 
anti-penetration are installed in the safety shoes (Irzmańska, 2014; ISO 20344, 2012) for foot protection from impact and 
pressure. These protective elements are made from different materials, which includes steel, aluminum, plastic and 
composite (Koradecka and Konarska, 2002).  

2. LITERATURE REVIEW  

The foot is primarily supported by the plantar surface. Figure 1 shows the definition of the six plantar surface regions. For 
example, when a person is standing (i.e. the inside of a shoe), there will be interaction between the plantar surface of the 
foot and the surface on which the person stands. The interaction between the plantar surface, dorsal surface of the foot 
and the load-bearing surface, the whole body posture contributes to foot and surface deformations and hence to perceived 
comfort, discomfort, pain or fatigue (Witana et al. 2009; Cham and Redfern, 2001; Kelaher et al. 2000; King, 2002). High 
plantar pressures have been linked to foot pain and discomfort (Gardner et al. 1988; Hodge et al. 1999). Other factors that 
could contribute towards comfort are firmness, anthropometric features and pressure distributions (Na et al. 2005).  

In manufacturing industries, safety shoes are specially designed for employees to wear to protect their foot from workplace 
hazards such as rolling, falling or sharp objects. The basic functions of safety shoes are to provide protection the foot 
against hazards present at the workplace (Irzmańska, 2014; Koradecka (2010). There are various types of safety shoes have 
been specially designed for use in factories and in other industries. Safety shoes have a wide variety of designs and each 
type of safety shoes manufactured has its own advantages and disadvantages. In addition, the design of appropriate safety 
shoes for various industrial sectors, professions, and work positions need to meet all requirements with respect to 
ergonomic and protective properties, durability, hygiene, comfort for use and functionality to avoid the occurrence of foot 
pain and injury in the workplace (Dobson et al. 2017; Koradecka, 2012).   
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Figure 1: Definition of the Six Plantar Surface Regions (Hong et al. 2005). 

 

 

On average, the majority of employees working in the manufacturing industries spent a total of eight hours per day or 
more. While working, for example, an operator in semiconductors or in the automotive manufacturing factory, employees 
usually work in prolonged sitting and standing postures. Wearing inappropriate safety shoes will negatively affect the 
comfort level of an employee. Thus, the two main objectives of this study are to review and evaluate the overall effects of 
wearing of safety shoes to employees. 

3. DATA AND METHODOLOGY 

3.1 Respondents 

The study population is employees from manufacturing industry itself. They were selected due to their positions, such as 
the factory managers, executives, engineers, safety officers and supervisors from the plant. 

3.2 Data Collection 

The survey questionnaire comprised of three parts; socioeconomic status, risk factors, and prevalence of pain in the lower 
part of the body. A survey questionnaire was given to selected respondents in the manufacturing 
industries. Every respondent was given the explanation and guidance on how to complete the survey questionnaire. 

3.3 Pedar-X System 

Pedar-X system data collection method was used to determine the shoe pressure. This method used an insole or a liner 
attached with a sensor that can measure the amount of pressure in a shoe. In this study, data was collected while the 
subject is standing in the upright position only (Ramanathan et al. 2010). During the experiment, subjects were asked to 
wear three different types of shoes. The main purpose of this experiment was to measure and determine data distribution 
experienced by the wearer of the shoes. 

Parameters considered in this method are contacted area, contact time, maximum force, pressure-time integral, force-
time integral, peak pressure, mean force and mean area. However, to simplify the data collection in this study, only a few 
parameters were taken, which include peak pressure, force and mean area. Having done that, comparisons were made for 
all the three types of shoes selected. Figure 2 shows the experimental set-up preparation for Pedar-X System.  

Figure 2: Preparation for Pedar-X System Device  
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4. FINDINGS AND DISCUSSIONS 

4.1 Survey Questionnaire Results  

Based on Cornell analysis found in the survey questionnaire, the impact of safety shoe application showed pain commonly 
occurs at the left and right heel with a total average prevalence of 81.67% and pain occurs as a result of their standing work 
posture. Part of the calf showed the relatively high average prevalence of pain at 51.67%.  Meanwhile, the hips showed the 
lower average prevalence of pain at 26.67% compared to other body parts. Other parts of the body, such as the neck, 
shoulders, back, arms, hips, wrists, buttocks, hips, and knees are not affected with the wearing of safety shoes. 

The survey result shows that when the work is done while standing, the pressure of the shoes will be higher than the 
pressure on the shoes while sitting. This is the main cause why parts of the heel have a high percentage of the pain after 
wearing safety shoes. Employees at this automotive car body assembler work at different workstations. Each worker has to 
install different car components, where he or she has to stand upright while installing each component in the vehicle. 

4.2 Pedar-X System Analysis 

Data analysis using the Pedar-X system was conducted on three different types of shoes, two of them were safety shoes 
(i.e. Amporlo and Land Master) and the third one is ordinary flat shoes (i.e. Jack Parcell). Normal data distribution from the 
Pedar-X system for Amporlo safety shoes shows that the peak pressure was 82.5 kPa, the force of 243.77 N and surface 
area 67.33 cm

2
. For Land Master safety shoes, the peak pressure was 67.5 kPa, the force of 224.363 N and surface area 

72.17 cm
2
. Jack Parcell the flat shoes indicate the peak pressure of 60kPa, force 163.193 N and surface area 48.67 cm

2
. 

Experimental results as shown in Figure 3, when the subject was wearing Amporlo safety shoes, the pressure distribution 
data recorded at foot front was 88kPa, at the middle part of the foot was 15kPa, and at the back of the foot (i.e. heel) was 
185kPa. Meanwhile, for Land Master safety shoes as shown in Figure 4, the pressure distribution data recorded at the foot 
front was 88kPa, at the middle part of the foot was 15kPa, and at the back foot (i.e. heel) was 160 kPa. For Jack Parcell 
normal flat shoes as shown in Figure 5 the pressure distribution data readings recorded at the front of the foot was 50 kPa; 
at the middle part of the foot was 15kPa, and at the back foot (i.e. heel) was 83 kPa. 

Figure 3: Pressure Distribution Recorded on the Subject’s Foot When Wearing Amporlo Safety Shoes 

 

Figure 4: Pressure Distribution Recorded on the Subject’s Foot When Wearing Land Master Safey Shoes

 

 

 

 

 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5,p.270-273          Deros, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.599                                         273                                                          PressAcademia Procedia 

 

 

Figure 5: Pressure Distribution Recorded on the Subject’s Foot When Wearing Ordinary Flat Shoes

 

5. CONCLUSION 

Based on the data found in the survey conducted, the impact of wearing safety shoes resulted in pain at left and right heel 
with a total average prevalence of 81.67% due to their standing work posture. The heel recorded the highest pressure 
distribution data when wearing all the three shoe types: Amporlo safety shoes, 185kPa; Land Master safety shoes, 160 kPa; 
and Jack Parcell normal flat shoes, 83 kPa. Meanwhile, the pressure distribution data recorded at the foot front when 
wearing: Amporlo safety shoes, 88kPa; Land Master safety shoes, 88 kPa; and Jack Parcell normal flat shoes, 50 kPa. The 
pressure distribution recorded at middle of the foot when wearing both safety shoes and ordinary flat shoes were the 
lowest and all three different shoes recorded the same value, which is at 15kPa. When compared with data from the Pedar-
x system, proved that the strain on the front and middle of the feet are the lowest and when compared with data from the 
Pedar-x system, also proved that the pressure on the back of the legs which is the heel, highest with the value of 185kPa. 
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ABSTRACT  
Nowadays,  text classification is used in various fields of research and applications, such as information retrieval, text mining, and data 
mining. This study tests the Naïve Bayes, K-Nearest Neighbors, and Support Vector Machine algorithms on a relatively large dataset of 
Arabic documents. This dataset comprise 1,000 Arabic documents that are distributed across 10 classes. This comparison is based on recall 
and precision measures. The evaluation results show that the Support Vector Machine algorithms classifier outperforms the other two. 
Keywords: Arabic text categorization, KNN, NB, SVM, text mining 
 

1. INTRODUCTION 

Classification constitutes a significant part of data mining, text mining, and machine Learning. In classification, a machine or 
human attempts to identify to which class from a set of classes a new instance belongs (Agirre et al., 2009). Machines are 
configured to classify different instances by referring to instances whose classes are known. Therefore, classification 
algorithms adopt supervised learning, whereas clustering algorithms adopt unsupervised procedures. Usually, classification 
algorithms use different features to determine the class of each instance under consideration. In our study, each instance 
represents a text document (Syiam et al., 2006). Therefore, classification of documents requires a highly dimensional 
feature space with scarce data. As dimensionality increases, the space of the scarce data increases. The increase in 
dimensionality and scarcity makes the classification problem harder to solve.  

This study explores the effectiveness of three popular classification algorithms to classify Arabic text documents. The three 
classifiers under study are Support Vector Machine (SVM), Naïve Bayes (NB), and K-Nearest Neighbors (KNN). 

This study also identifies the effects of reducing the advantage of these classification algorithms. Data mining and text 
mining are very important because they can handle the rapid growth of data that are collected and stored into large and 
numerous databases. These databases exceed human ability for comprehension, classification, and organization without 
the aid of powerful tools. Data mining is necessary for turning data that is stored in these databases into useful information 
which may help in decision making (Karima et al., 2005). One of the significant applications of data mining is text 
classification. Text classification aims to automatically assign  

2. RELATED WORKS 

This section presents some studies that are relevant to the present study. Therefore, only the studies that tested the 
effectiveness of different classifiers on a collection of Arabic documents are presented. 

(Al-Kabi et al., 2007)  investigated the effectiveness of six classification methods (i.e., inner product, cosine, Jaccard, Dice, 
NB, and Euclidean). They computed inner product, cosine, Jaccard, and Dice as associative coefficients of the vector space 
model (VSM). Their findings show that cosine is the most effective method. Furthermore, they concluded that NB is better 
than the other five methods tested in their study.  

(Gharib et al., 2009)    used SVM to classify 1,132 Arabic documents. They compared the results that they obtained from 
SVM with those from NB, KNN, and Rocchio. Their comparisons show that Rocchio is the best classifier for small feature 
sets, whereas SVM is the best classifier for large feature sets.  
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(El-halees, 2011)   adopted a combined approach to extract opinions from Arabic documents. To enhance the performance 
of algorithms in classifying Arabic documents, he adopted a combined approach that consists of three methods. The 
lexicon-based method was used first. The resultant categorized documents were used as a training set for maximum 
entropy method, which subsequently classified other documents. Lastly, KNN was used to classify documents, which 
underwent both the lexicon-based method and the maximum entropy method. The results of his experiment show 
significant improvements in the performance of KNN.  

 (Wahbeh et al., 2012) conducted a comparative study on four free data mining tools (i.e., WEKA, Orange, KNIME, and 
Tanagra) for text classification. They concluded that WEKA is the best method. 

(Khorsheed et al., 2013)  conducted a study that involves a survey of Arabic text classification and a comparison of the 
effectiveness of different methods for Arabic text classification. They concluded that SVM is the best method, followed by 
the decision tree algorithm (C4.5), and then NB.  

(Hanandeh and Mamoun., 2014) Conducted a study that aims at investigating different variations of vector space models 
(VSMs) using KNN algorithm. The Experimental results against the Saudi data sets reveal that Cosine outperformed over of 
the Dice and Jaccard coefficients. 

3. EXPERIMENT RESULTS 

The analysis of the results presented in the literature show that: 

1. No standard Arabic corpuses are available that can be used easily. Almost all of the authors justified this finding by the 
lack of Arabic corpus in general (Duwairi, 2011) (Karima r al., 2005). 

2. The technique of removing stop words, digits, numbers, punctuation marks, and non-Arabic words was used to prepare 
the text for classification. Some of the authors extracted root words (Duwairi, 2011)( Gharib et al., 2009) (Mesleh, 2008). 
Whereas the others preferred not to do so (Ababneh et al., 2014) (Alsaleem, 2011) (Al-Harbi et al., 2008) (Bawaneh et al., 
2008 ). Because of the problem on the conflation of numerous terms to the same root word (Khreisat, 2009) 

3. Almost all of the authors used recall, precision, and F1 (Ababneh et al., 2014) (Gharib et al., 2009) (Bawaneh et al., 2008 ).   

4. Differences were observed among classifiers in terms of accuracy, error rate, and time taken to build the classification  
(Wahbeh et al., 2012). 

5. SVM outperformed KNN and NB (Agirre et al., 2009) . To assess the accuracy of the proposed classifiers, Arabic text 
corpus was collected from online magazines and newspapers. A total of 1,000 document with varying lengths and writing 
styles were collected. These documents fall into 10 pre-defined categories. Every category contains 100 documents. 

The set of pre-defined categories include sports, economy, Internet, art, animals, technology, plants, religion, politics, and 
medicine. Two authors manually categorized the collected documents. Every document was assigned to only one category. 
Whenever a document was found to belong to more than one category, it was assigned to the category with the maximum 
likelihood according to human categorizer’s judgment. The accuracy of a classifier is expressed in terms of recall and 
precision. Figure 1 shows the recall and precision values for different values of k. 

Figure 1: Recall & Precision for k10, k20, k50, ad k100 
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Figure 2 shows the recall and precision for all categories by all classifiers. The figure shows that the recall and precision 
values of SVM are better compared with NB and KNN. 

Figure 2: Recall & Precision for SVM, NB, and KNN 

  

Table 1 shows the recall and precision values for all categories on the dataset for the three classifiers. The table shows that 
SVM has the best recall and precision values, followed by NB, and then KNN. 

TABLE 1: VALUES OF RECALL AND PRECISION   FOR THREE CLASSIFIER 

Category 
Name 

SVM NB          KNN 

  Precision Recall Precision Recall Precision Recall 

Sports  0.97 0.891 0.962 0.884 0.95 0.871 

Internet  0.662 0.241 0. 643 0.231 0.634 0.21 

Art  0.412 0.862 0.402 0.842 0.386 0.811 

Economy  0.401 0.978 0.392 0.964 0.378 0.943 

Animals 0.921 0.674 0.903 0.654 0.896 0.642 

Plants 0.941 0.593 0.933 0.587 0.912 0.567 

Technology  0.492 0.398 0.478 0.379 0.463 0.362 

Politics  0.994 0.454 0.983 0.441 0.976 0.434 

Religion  0.873 0.601 0.865 0.599 0.851 0.583 

Medicine  0.795 0.697 0.787 0.682 0.772 0.671 

Another measure that was obtained from the experiments is the amount of time taken to build the models, which are used 
for testing the accuracy of the classifiers. This measure illustrates that NB takes the shortest amount of time to build the 
model, followed by KNN, and then SVM. 

4. CONCLUSIONS  

This study aims to compare three classification techniques using Arabic text documents which fall under four classes. The 
comparison is based on two main aspects of the classifiers: accuracy and time. In terms of time, results show that NB takes 
the shortest time to build the model, followed by KNN, and then SVM. On the other hand, SVM achieves the highest 
accuracy, followed by NB, and then KNN. 

 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

SVM NB KNN

Recall Precision Recall Precision Recall Precision

  



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5p.274-277    Hanandeh 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017. 600                                        277                                                          PressAcademia Procedia 

 

 

REFERENCES 

Ababneh, J., Almomani, O., Hadi, W., El-Omari, N.K.T., and Al-Ibrahim, A., "Vector Space Models to Classify Arabic Text," International 
Journal of Computer Trends and Technology (IJCTT), vol 7, 2014 

Agirre E., Lacalle O., and Soroa A., “Knowledge-Based WSD on Specific Domains: Performing Better than Generic Supervised WSD,” in 
Proceedings of the 21st International Joint Conference on Artificial Intelligence, San Francisco, USA, pp. 1501-1506, 2009. 

Alsaleem, S., " Automated Arabic Text Categorization Using SVM and NB," International Arab Journal of e-Technology, 
Vol. 2, 2011 
 

Al-Harbi, S., Almuhareb, A., Al-Thubaity, A., Khorsheed, M. S. and Al-Rajeh, A. "Automatic Arabic Text Classification," Proceedings of The 9th 
International Conference on the Statistical Analysis of Textual Data, Lyon-France, 2008 
 

Al-Kabi, M. N., & Al-Sinjilawi, S. I. (2007). a Comparative Study of the Efficiency of Different Measures To Classify Arabic Text. University of 
Sharjah Journal of Pure & Applied Sciences, 4(2), 13–26. 
 

Bawaneh, M.J., Alkoffash, M.S., and Al Rabea A.I."ArabicText Classification using K-NN and Naive Bayes". Journal of Computer Science, vol. 
4, 2008.  
 

Duwairi, R. "Arabic Text Categorization,"    The International Arab Journal of Information Technology, Vol. 4, 2007. 
El-halees, A. (2011). Arabic Opinion Mining Using Combined Classification Approach. Proceeding The International Arab Conference On 
Information Technology, Azrqa, Jordan. 
 
Gharib, T. F., Habib, M. B., & Fayed, Z. T. (2009). Arabic Text Classification Using Support Vector Machines. International Journal of 
Computers and Their Applications, 16(4), 192–199. Retrieved from http://purl.utwente.nl/publications/75679 
 
Hanandeh E., Mamoun S.The Automated VSMs to Categorize    Arabic Text Data Sets,INTERNATIONAL JOURNAL OF COMPUTERS & 
TECHNOLOGY,VOL 13, NO 1 (2014)MARCH-2014.PP.4047-4081 
 
Khorsheed, M. S., & Al-Thubaity, A. O. (2013). Comparative evaluation of text classification techniques using a large diverse Arabic dataset. 
Language Resources and Evaluation, 47(2), 513–538. http://doi.org/10.1007/s10579-013-9221-8 
Khreisat, L. "A machine learning approach for   Arabic text classification using N-gram frequency statistics," Journal of Informatics, Volume 
3, 2009. 
 
Karima, A, Zakaria, E and Yamina, T.G. "Arabic Text Categorization: A Comparative Study of different Representation Model, " Journal of 
Theoretical and Applied Information Technology, Vol. 38, 2005. 
 
Mesleh, A.M.A. Support Vector Machine text Classifier for Arabic Articles: Ant Colony Optimization-based Feature Subset Selection., The 
Arab Academy for banking and financial Science, PHD. Thesis, 2008. 
 
Syiam. M. M., Z. T. Fayed & M. B. Habib. An intelligent system for Arabic text categorization. IJICIS, Vol.6, No. 1 JANUARY 2006. 
 
Wahbeh, A. H., Al-Radaideh, Q. A., Al-Kabi, , M. N., & Al-Shawakfa, E. M. (2012). A Comparison Study between Data Mining Tools over some 
Classification Methods. International Journal of Advanced Computer Science and Applications, Special Issue on Artificial Intelligence, , 2(8), 
19–26.  

 

 

  

  

 

 
  

  

   



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.278-285    Boutheyna, Didi 

___________________________________________________________________________________________________ 

DOI: 10.17261/Pressacademia.2017.601                                          278                                                          PressAcademia Procedia 

 

 2nd World Conference on Technology, Innovation and Entrepreneurship 
 May 12- 14, 2017, Istanbul, Turkey. Edited by Sefer Şener 

 
REMOVAL OF COPPER (II) AND IRON (III) MIXTURE BY PILOT NANOFILTRATION  

 
DOI: 10.17261/Pressacademia.2017.601 
PAP-WCTIE-V.5-2017(39)-p.278-285 
 
Aoufi Boutheyna, Mohamed Amine Didi* 
Laboratory of Separation and Purification Technologies, Department of Chemistry, Tlemcen University, Algeria. madidi13@yahoo.fr 
 

 
ABSTRACT 
In the current study, the effect of operating conditions such as pH value, feed flow, concentration of the solution and the applied pressure 
for the removal of copper(II) and iron(III) mixtures for the production of drinking water by nanofiltration membrane was investigated. The 
results show that it is possible to extract all of the iron (III) and copper (II) at the same time to a salt mixture of Fe 50% - salt Cu 50% for 
concentration 4 ppm, pH = 4.5 and pressure = 6 bars. The best results for the copper (II) were obtained for the various mixtures at the 
pressure of 6 bars at varying pH.  
 

Keywords: Extraction, nanofiltration, copper (II), iron (III), mixture, synergism. 
 

 

1. INTRODUCTION 

The use of membrane technology has gained momentum in recent times and is preferred over conventional techniques like 
chemical precipitation or solvent extraction [1]. Advances over the last 10 years have shown a significant growth of papers 
published on nanofiltration (NF) membranes in many different areas. NF membranes in contact with aqueous solution are 
slightly charged due to the dissociation of surface functional groups or adsorption of charge solute. These properties have 
allowed NF to be used in niche applications in several areas especially for water and wastewater treatment, pharmaceutical 
and biotechnology, and food engineering [2]. in recent years, the use of nanofiltration membranes (NF) has increased 
rapidly in the chemical, petrochemical, biotech and desalination industries, since the NF technology over comes operational 
problems that are associated with conventional techniques. Several studies have been reported in which NF membranes 
have been used as tools for heavy metal removal [3]. 

 
 

Nanofiltration has some advantages over other membrane techniques, for example it has higher rejection of divalent ions 
and lower rejection of monovalent ions, lower operating pressure, higher flux and lower energy consumption compared 
with RO[4].  

The aim of this work was to study the efficiency of copper (II) and  iron (III) mixtures retention by using the SNTE NF270-
2540. The effects of pressure and initial feed concentration on the membrane performance were studied. 

2. EXPERIMENTAL  

2.1 Apparatus  

All chemicals used in this research were of analytical grade. All metal salt solutions were prepared by dissolving the 
appropriate weight of the salt of each metal in distilled water and made to a total volume of 50 L. The pH of solutions was 
measured using a pH-meter (Adwa), provided with a glass combine electrode. The conductivity measurements were carried 
by using MC126 Conductivity meter provided with an electrode.  

The metal ion concentrations were determined by atomic absorption spectrophotometer (PINA cle 900 H - Perkin Elmer), 
using an air acetylene flame, two wavelengths were used 327.40 nm (linearity: 0.17 - 8 ppm) for copper and 302.06 nm 
(linearity: 0.4-20 ppm) for iron a range of standards solutions for various concentrations were prepared from a standard 
solution of 10 ppm for iron and 8 ppm for copper. 
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2.2 Pilot Equipment  

Filtration was performed with a tangential filtration, capacity100 L (Figure 1). All the experiments were carried out in a 
closed system, where the permeate does not return to the tank whereas the retained liquid returns to the tank.  

Figure 1: Schematic Diagram of Nanofiltration Pilot 

 

2.3 Membrane Description  

The module membrane spiral used was 1016 mm long and has a width of 61 mm. The nanofiltration membrane is a thin 
film composite membrane. All is established by three layers: A layer support in polyester (120 μm); a micro porous 
intercalary layer Polysulfone (40 μm) and a layer barrier (active layer) ultrathin of polyamide on the superior surface (0.2 
μm).  

Table 1: Characteristique of Membrane 

2.4 Extraction Procedure 

The experiments were carried out at the Laboratory of Separation and Purification Technologies. After each experiment the 
membrane is cleaned by a hydrochloric acid solution for 10 min, and then it is rinsed with distilled water. 

2.5 Analytical Methods 

The volumetric flux was determined by measuring the permeate volume collected in given times interval. Owing to electro 
neutrality conditions, it was observed that both cation and anion rejection rates were the same, that is to say Rcation = Ranion 
= R. Consequently, the rejection rate can be calculated by Eq. (1): 

 

                                                             (1)        

 

 

Data from manufacturer 

Reference Material Cut-off (Dalton) 

AFC 30 Polyamide on polyethersulfone 100 

MRT 10 Polysulfone on polypropylene 200 

MPT 08 Polyamide on polyethersulfone 200 

MPT 34 Polysulfone on polypropylene 300 

MPT 31 Polysulfone on polypropylene 400 

MPT 04 polyethersulfone >1000 

SNTE NF270-2540 (used in present work) polyamide 200-400 

p

0

100 1
C

R
C

 
  

 

Cp  concentration of salt in the permeate (ppm), 

C0  concentration of salt in the feed solution (ppm). 

 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.278-285    Boutheyna, Didi 

___________________________________________________________________________________________________ 

DOI: 10.17261/Pressacademia.2017.601                                          280                                                          PressAcademia Procedia 

 

2.6 Results and Discussion 

2.7 Determination of the Hydraulic Membrane Permeation  

The permeability of the membrane is given by the slope of the Figure 3 which is equal with LP= 3.95 m s
-1

 bar
-1

 and the 
resistance, Rm = 0.253 bar m

-1 
s, Eqn. (2). 

                                                                                                          

 (2) 

  

 

The value of the Lp obtained on the used membrane (SNTE NF270-2540) was proved to be 1.457; 106 times as large as that 
obtained on the membrane Nanomax-50 (Millipore USA)[5]. and on the Duramem MWCO 900, where LP is 0.028 x 10

-6
 m s

-1 

bar what shows that our membrane is very successful, and can be used in the industrial scale[6] . 

Figure 2: Permeate Flux Variation as a Function of Pressure for Distilled Water 
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2.8 Effect of Pressure and Concentration for Mixtures       

2.9 Effect of Pressure and Concentration for Iron           

Figure 3 shows that, for variations of pressure from 6 - 13.5 bars, the retention is quantitative (100 %) for iron and copper at 
different proportions, while maintaining a total concentration of 4 ppm for the mixture. A pressure of 6 bars is enough for a 
full purification of iron. The difference between the iron and the copper is not observable, because the presence of the 
copper in the mixture does not influence the retention of the iron. 

 

Figure 3: Variation of Iron Retention as a Function of the Pressure for Different Mixtures 

6 8 10 12 14
95

100

105

R
e
te

n
ti

o
n

(%
)

P ( bar)

 Fe50%-Cu50%

 Fe80%-Cu20%

 Fe60%-Cu40%

 Fe20%-Cu80%

 Fe40%-Cu60%
 

 

m
m

P

1 S P
R

A Q


 

A         permeability of the membrane 

S        membrane area 

ΔPm   the effective transmembrane pressure 

QP      permeation volume flow rate. 
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3. Effect of Pressure and Concentration for Copper  

The presence of iron influences the retention of the copper as seen from the results presented in Figure 4. The best 
retentions were obtained for the mixture Fe 60 % + Cu 40 % about pressure from 12 bars. For the mixture Fe 80 % + Cu 20 
%, pressure up to 10 bars, the retention is constant (around 74 %) then increases exponentially until 97 % beyond this 
pressure. The effect of pressure was important on the retention, whatever the proportions of the mixture; the total 
concentration being always maintained at 4 ppm. 

Figure 4: Variation of Copper Retention as a Function of the Pressure for Different Mixtures 
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Effect of pH 

Effect of pH for the retention of iron and copper in the different mixtures  

Mixture iron salt 50% - copper salt 50%    

In view of the figure 5 (A), the obtained results show that the accepted pressure is about (6 - 13.5 bars) and the pH = 6.8; 
the retention of the iron is total (100 %). With pressure 6 bars, the retention of the iron is also total, in pH = 4.5. The 
difference at pH = 6.8 and pH = 3.7 then 5.5 becomes important. The best conditions of extraction of the iron correspond to 
pH = 4.5 and the pressure of 6 bars, with the addition of some mL of HCl. Without the addition of HCl, the best conditions 
are pH = 6.8 and the pressure of 6 bars. 

For pH 3.7, 4.5 and 5.5, the retention of the iron at the pressure of 13.5 bars is almost the same (78 %) We can conclude 
that there is an interaction between these two parameters. A study of plan of experience would allow quantifying this 
interaction. The purification is total for the mixture in the pressure of 6 bars and in pH = 4.5.Whereas the best selectivity is 
obtained for a pH = 6.8 (without addition of HCl) and the accepted pressure of 6 bars. 

 

Figure 5: Variation of iron (A) and copper (B) retention as a function of the pressure 
for mixture salt iron 50%-salt copper 50% 
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In view of the figure 6 (A), the obtained results show that the retention of iron is total (100 %) at pressure 6 - 13.5 bars and 
pH 3.3 - 7.5. In view of the figure 6 (B), for pH 3.3; 4.5 and 5.5 (with the addition of some mL of HCl) and a pressure from 6 - 
13.5 bars the retention of copper is total (100 %). The membrane extracts the mixture without distinction between the iron 
and the copper, although these two metals have different physical-chemical properties; the iron Macke left some 
Ferromagnetic metals. The best selectivity is obtained for a pH = 7.5 (without addition of HCl) and the accepted pressure of 
8 bars.  

Figure 6: Variation of iron (A) and copper (B) retention as a function of the pressure                                                                       
for mixture salt iron 80%-salt copper 20% 
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Mixture iron salt 60%-copper salt 40%      

In view of the Figure7 (A), the obtained results show that the retention of the iron is total (100%) at pressures from 6 to 
13.5 bars, and pH from 3.6 to 7.4. In view of the figure 14 (B), pH 3.6, 4.5, and 6.5 (with the addition of some mL of HCl) and 
a pressure from 6 to 13.5 bars the retention of the copper is total (100%).  The separation takes place at P = 6 bars and pH = 
7.4 which is a neutral pH. On these conditions of separation the speeds of diffusion through the membrane have different 
values.  

 

Figure 7: Variation of iron (A) and copper (B) retention as a function of the pressure                                                                  
for mixture salt iron 60% - salt copper 40%. 
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Mixture iron salt 20%-copper salt 80%. 

In view of the Figure 8(A), the results show that at pressures from 6 to 13.5 bars and pH from 3.7 to 6.4, the retention of the 
iron is total (100%).  In view of the figure 8 (B), for pH 3.7, 4.9, and 5.4 (with the addition of some ml of HCl) and at 
pressures from 6 to 13.5 bars the retention of the copper is total (100 %). In these pH, the process does not make a 
difference between the iron and the copper. 

In pH = 6.4 and at P =13.5 bars, the separation between both metals is the most important.  

The retention decreases at pH = 6.4 with the increase of the pressure. 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.278-285    Boutheyna, Didi 

___________________________________________________________________________________________________ 

DOI: 10.17261/Pressacademia.2017.601                                          283                                                          PressAcademia Procedia 

 

Figure 8: Variation of iron (A) and copper (B) retention as a function of the pressure                                                                            
for mixture salt iron 20%-salt copper 80%. 
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Mixture iron salt 40%-copper salt 60% 

In view of the Figure 9 (A), the results show that the retention of the iron is total (100%) at pressure from 6 to 
13.5 bars and at pH from 3.7 to 6.8. In view of the Figure 9 (B), the retention of the copper is total (100 %) for 
pH 3.7, 4.5, (with the addition of some ml of HCl) and 6.8 (with the addition of some ml of NaOH) at pressures 
from 6 to 13.5 bars. The difference of retention is obtained at pH = 5.8. In this pH, the effect of increase in 

pressure on the retention was weak. 

 

Figure 9:  Variation of iron (A) and copper (B) retention as a function of the pressure                                                                           
for mixture salt iron 40% - salt copper 60%. 
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Effect of synergism. 

    synergism (the effect of the mixture is greater each of the ion  in the mixture). 

    antagonism (the effect of the mixture is less than that each of the ion  in the mixture). 

 non interaction (interaction the mixture has no effect on the adsorption of each of the adsorbates 

                                           in the mixture) [7,8]. 

. 
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Table 2: Effect of Copper in the Mixture (CPs = 0.22 ppm) 

 

 

 

 

 

 

 

Table 3: Effect of Iron in the Mixture (CPs = 0.21 ppm) 

 

 

 

 

 

 

 

 

Several factors are considered to correlate metal ion uptake and metal ion properties. Factors like:  

(i) electronagetivity of the metal ion,  

(ii) electrostatic attrition due to charge to radius ratio,  

(iii)  ability to form metal hydroxide complex and 

(İV) Suitable site for adsorption on adsorbent are responsible for competitive adsorption of one metal ion over 
another [9,10]. 

4. CONCLUSION 

The results of the previous experiment show that NF270-2540 membrane is more efficient for copper and iron  extraction 
due to its higher hydraulic permeability to distilled water (Lp = 3.95m s

-1
 bar

-1
), A pressure of 6 bars is sufficient for such 

purification with respect to the iron, whatever the proportions Of the mixture and whatever the pH allowed. 

The best results for copper (II) are obtained for the various mixtures of Pressure of 6 bar and variable pH . It is possible to 
extract all iron (III), copper (II) and at the same time for one 

Mixture of 50% Fe salt - Cu 50% salt with a total concentration of 4 ppm, pH = 4.5 and the Pressure = 6 bar. 

During the term of this study, the consideration of the difference (pHr - pHn), the retention of H
+
 or of OH

-
 according to its 

sign, establishes a good descriptor of the imbalance of Ionic partitions realized between the solution and the pores of the 
membrane. The mechanisms of transfer of ions to be proposed in this study should allow a better understanding the 
selectivity observed during the nanofiltration. 

Symbols 

pHr       pH of permeate 

pHn    pH of retentate. 

Cpm: concentration of an ion in the mixture (Fe
3 +,

 Cu
2 +

). 

CpS: concentration of a single ion in solution. 

Mixture CP,m 

 

Effect  

Salt of Fe 50%- salt of Cu 50% 0.95 4.32 synergism 

salt of Fe 80%- salt of Cu 20% 0.07 0.32 antagonism 

salt of Fe 60%-  salt of Cu 40% 0.03 0.14 antagonism 

salt of Fe 20%-  salt of Cu 80% 0.19 0.86 antagonism 

salt of Fe 40%- salt of Cu  60% 0.40 1.82 synergism 

Mixture CP,m 

 

Effect  

salt of Fe 50%-  salt of  Cu 50% 0.00 0.00 antagonism 

salt of Fe 80%-  salt of Cu 20% 0.00 0.00 antagonism 

salt of Fe 60%-  salt of Cu 40% 0.00 0.00 antagonism 

salt of Fe 20%-  salt of Cu 80% 0.00 0.00 antagonism 

salt of  Fe 40%- salt of  Cu 60% 0.00 0.00 antagonism 
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ABSTRACT 

In this paper, the liquid-solid extraction of Thorium (IV) is made by Sodic bentonite and Magnetic bentonite. Magnetic adsorbent can be 
quickly separated from a medium by a simple magnetic process, in view of these properties; some parameters were studied to assess the 
performance of maghemite nanocomposite clay for the removal of Thorium ions. The operating variables studied are initial La(III) 
concentration, pH, ionic strength, temperature and contact time. The time needed for magnetic bentonite to adsorb the maximum of Th 
(IV) is 45 minutes and 60 minutes for sodic bentonite. For magnetic bentonite, optimal extraction yield was achieved in a initial pH equal at 
6.2 and for sodic bentonite, the variation of initial pH has no influence on the extraction yield. The sorption capacities of sodic bentonite 
and magnetic bentonite are 41.24 and 31.34 mg.g-1 respectively. Adsorption equilibrium data were calculated for Langmuir and Freundlich 
isotherms. It was found that the sorption of Th (IV) on sodic and magnetic bentonite was better suited to the Langmuir adsorption model. 
Thermodynamics data leads to endothermic and spontaneous process for magnetic bentonite and exothermal for sodic bentonite. The 
quantitative elution study of Thorium can be realized with acetic acid for sodic bentonite and sulfuric acid for magnetic bentonite. 
 
Keywords: Bentonite, nanoparticle, isother, thorium, process 
 

 

1. INTRODUCTION  

Like all heavy metal, thorium exhibits harmful character for nature and human health. Thorium toxicity is similar as that of 
uranium [1–3]. 

The presence of thorium in wastewaters could be hazardous for human health. That is why thorium removal from aqueous 
effluents still remains a major issue to be addressed. A brief overview of the wide literature produced in this regard reveals 
the use of solvent extraction with various commercial extractants, liquid membrane and ion exchange resins [4, 5]. 

The extraction of Thorium is performed by γ-Fe2O3 enriched with bentonite clay  and sodic bentonite, the objectives of this 
study are to assess the performance of maghemite nanocomposite clay for the removal of Thorium ions. Effects of pH and 
temperature on the adsorption process are also investigated. The adsorption capacity has been studied using the 
adsorption isotherm technique. Various isotherm equations are used to determine the best isotherm equation which 
represents the experimental data adequately and satisfactorily. The kinetic adsorption is also studied and tested using 
different models. Further studies can explore the possible regeneration of nanocomposite clay for reuse. 

2. EXPERIMENTAL 
 

2.1 Reagents            

Thorium solution at 10
-2

 M was prepared by dissolving of Th (NO3)4.4 H20 (from FLUKA) (0.552 g) in 100 mL of distilled 
water. The initial pH of the sample solutions were adjusted by using dilutes HNO3 or NaOH (from Sigma-Aldrich). NaNO3 

(from Merck), C2H3NaO2 and NaS2O3 were used in the salt effect. Arsenazo III 10
-3

 M (from Fluka) was prepared by 
dissolving 0.0820 g in absolute ethanol. Hydrochloric acid (from Organics), sulfuric acid (from Fluka), nitric acid (from 
Cheminova), and acetic acid (from Riedel Dehaen) were used from elution study. 
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The natural bentonite used in this study was obtained from deposits in the area of Maghnia, Algeria. For magnetic 
nanoparticles synthetized, FeCl2.4H2O, FeCl3.6H2O, NH4OH, HNO3 and Fe (NO3)2 were used. 

2.2 Apparatus 

The extraction of Th (IV) was studied by the batch process using a stirring vibrator (Haier model).  pH measurements were 
performed with a pH meter using a combined electrode mark (Adwa). A magnet and centrifugation for the recovery of the 
magnetic particles and sodic bentonite, respectively, in the aqueous phase were used. Samples containing Th (IV) were 
analyzed by spectrophotometer (Analytik Jena Specord 210 Plus) with ArsenazoIII as ligand. 

2.3 Preparation of Magnetic Particles 

The ferrofluid magnetic used was the maghemite (γ-Fe2O3) nanoparticles dispersed in an aqueous solution. Particles were 
synthesized by coprecipitation of a stoichiometric mixture of ferrous and ferric chloride in an ammonium hydroxide 
solution. The precipitate magnetite (Fe3O4) obtained was acidified by nitric acid and oxidized into maghemite (γ -Fe2O3) at 
90°C with iron (III) nitrate. The maghemite particles obtained were precipitated by the acetone, then dispersed into water 
leading to an ionic ferrofluid acid (pH=2.0). After these step, nanoparticles were positively charged, with nitrate as counter 
ions. 

2.4 Preparation of Magnetic Bentonite 

The composites can be prepared by the following procedure:  

Dissolve FeCl3 (7.8 g, 28 mmol) and FeSO4 (3.9 g, 14 mmol) in 400 mL solution at 70°C. Add the clay bentonite at 3.3, 6.6 or 
9.9 g in order to obtain the following adsorbent: iron oxide weight ratios 1:1, 1.5:1 and 2:1. To this suspension add a 
solution of NaOH (100 mL, 5 mol L

-1
) drop wise to precipitate the iron oxides. Wash the obtained solid materials with 

distilled water and dry in an oven at 100°C for 2 h. After the preparation a simple test with a magnet (0.3 T) can be carried 
out showing that the whole material is completely attracted to the magnet. 

2.5  Extraction and Analysis Procedure  

The method of extraction used for this study, was carried out by a mixture of 4 mL of Th(IV) solution of known 
concentration, and 0.01 g of our solid adsorbent (bentonite mineral and magnetic bentonite) in Erlenmeyer with stopper, 
under vigorous  stirring. Both liquid and solid phases were separated by centrifugation for bentonite mineral and magnet 
for magnetic bentonite, the solid phase will be regenerated for other applications and the liquid phase was measured by 
the UV-visible spectrometer.  The sample of Th (IV) was analyzed by a mixture of 100 µL ArsenazoIII and 100 µL of Th (IV) in 
a medium HCl 9M (2 mL). The interaction of Arsenazo (III) with Th (IV) can be estimated at λmax= 660 nm. 

The percentage of Thorium ions that was extracted by solids extractant was determined as (Eq. 1):  

            (1) 

The amount of Thorium uptakes at time t, qt (mg g
-1

), was calculated by Eq. 2:     

    (2) 

where Ci, Ct and Ce are the initial, time t and equilibrium Th (IV) concentration (mol L
-1

), respectively, V (4 mL) is the volume 
of the solution, M molecular weight (g mol

-
1), and w is the mass of the solids adsorbents (0.01 g).    

3. RESULTS AND DISCUSSION 
 

In this study different parameters are examined: contact time, effect of initial pH, initial concentration of Thorium, the 
effect of ionic strength. 
 

3.1  Effect of Time Contact 
 

The equilibrium time is the necessary and sufficient time to reach the equilibrium exchange of Th (IV) between the aqueous 
phase and the adsorbents. To perform this effect, we will fix the concentration initial of Thorium (10

-4
 mol L

-1
), values of 

initial pH, and adsorbents amount (0.01g). Figure 1 illustrate the extraction yield as a function of time, where the extraction 
efficiency increases rapidly with increasing of time. The time needed for magnetic bentonite to adsorb the maximum of Th 
(IV) is 45 minutes (58%, 8.26 mg.g

-1
) and 60 minutes for sodic bentonite (89%, 8.65 mg.g

-1
). 
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Fig. 1: Removal of thorium by magnetic and sodic bentonites as a function of time 
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, w = 0.01 g, V = 4 mL, Ø = 250 rpm.  
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3.2 Effect of pH  
 

Sorption of thorium by magnetic bentonite and sodic bentonite were studied at different pH value ranged from 1,43 to 9,35 
and the results are show in Figure 2, it is  seen  that  the  extraction yield   is  very  low and stable  in acidic  region  and  the  
removal  of  thorium  begins  to  increase with  increase  in  pH  and  remains  maximum  in  the  pH  6,36. With further 
increase in pH, the sorption efficiency decreases. This observation could be explained as follows: At pH in the range of 1.4–
5.1, hydrogen ions compete strongly with metal thorium (IV) ions for the active sites, which results in less metal sorption. 
When solution pH is from 2.0 to 4.5, the competing effect of hydrogen ions decreases, instead, thorium (IV) ions sorption 
increases. When pH is 6.2, a large number of active adsorption sites are released, and the maximum number of adsorption 
sites are obtained, which provide lots of opportunities for thorium (IV) ions attack, so there are the maximum thorium(IV) 
sorption efficiency at the pH values 6.2. Beyond pH 6.2, insoluble thorium hydroxide started precipitating, which led to low 
thorium (IV) ions sorption efficiency at equilibrium. By against the variation initial pH of the stock solution of thorium, has 
no influence on the extraction yield for sodic bentonite, which is between 80% and 85%.  

Fig. 2: Removal of thorium by magnetic and sodic bentonites as a function of initial pH. 

[Th(IV)]0 = 10
-4

 mol L
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, w = 0.01 g, V = 4 mL, Ø = 250 rpm. 
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3.3 Effect of Initial Metal Concentration 

Several experiments were also undertaken to study the effect of varying the initial thorium concentration on uptake (q) 
from the solution by 0.01 g of our adsorbent. The amount of Th(IV) sorbed per unit mass of the particles magnetic  
increased with the initial metal concentration. 
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Fig. 3:  Removal of thorium by magnetic and sodic bentonites as a function of [Th(IV)]. 

w = 0.01 g, V = 4 mL, Ø = 250 rpm. 
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Figure 3 show that the maximum sorption capacities for the metal ions were 41.24 mg.g
-1 

(0.177 mmolg
-1

) for sodic 
bentonite and 31.34 mg.g

-1 
(0.135 mmolg

-
1) for magnetic bentonite, this values indicate that sodic bentonite and magnetic 

bentonite were effectives sorbents in treatment of diluted thorium solutions.  

3.4 Isotherm Adsorption 

The sorption data, commonly known as adsorption isotherms, are basic requirements for the design of adsorption systems. 
Classical adsorption models, Langmuir and Freundlich, were used to describe the equilibrium between adsorbed Th (IV) ions 
on the sodic and magnetic bentonite site.  

In this concentration range, the Langmuir isotherm correlated better than Freundlich isotherm (Table 1) with the 
experimental data from adsorption equilibrium of thorium ions by magnetic bentonite and sodic bentonite, suggested a 
monolayer adsorption. The maximum adsorption values were in accordance with the values obtained experimentally (Table 
1).  

Fig. 4:  Langmuir isotherm plot for the sorption of  Th(IV) onto sodic 

and magnetic  bentonite, w = 0.01 g, V = 4 mL, Ø = 250 rpm. 
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Fig. 5:  Freundlich isotherm plot for the sorption of  Th(IV) 

onto sodic and magnetic  bentonite, w = 0.01 g, V = 4 mL, Ø = 250 rpm. 
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Table 1: Isotherm models parameters for the adsorption of Th(IV)  

on magnetic bentonite and sodic bentonite 

  qm (exp.),                
mg.g

-1
 

Langmuir isotherm  Freundlich isotherm 

   Sodic bentonite 41.24  R = 0.9883          
 qm(calc.)= 38,03 mg.g

-1
 

 KL=9927.7 

    R =0,8983 
    KF=362217,44 
    n=0,9380 
 

Magnetic bentonite       31.34      R =0.9863     
    qm(calc.)= 36.44 mg.g

-1
 

  KL=10362.69 
 

    R =0,9663 
    KF=1881,83 
    n=0,527 
 

 

3.5 Effect of Temperature and Thermodynamic Parameters  

The effect of temperature on the sorption of thorium from nitrate solution by sodic  bentonite and magnetic benonite  at 
pH 6.2, V=4 mL, w=0.010 g, Ø=250 rpm and concentration  Th(IV) 10

-4
 mol L

-1
 is studied. This study is efficient for the 

determination of thermodynamic data such as, the Gibbs free energy change (ΔG), enthalpy change (ΔH) and entropy 
change (ΔS). ΔG is calculated using the following equations: 

ΔG = ΔH - T ΔS                                                                                      (3) 

ΔG = - RT LnD                                                                                                                      (4) 

where R is the gas constant (8.314 J mol
-1

K
-1

), and T the temperature (K). 

Figure 6 shows removal percent (%) of thorium ion onto sodic bentonite and magnetic bentonite as a function of the 
temperature. It can be seen that the yield extraction of Th (IV) increases with increasing temperature for magnetic 
bentonite, this behaviour indicates that thorium sorption onto magnetic bentonite is an endothermic and spontaneous 
process, as supported by the positive values of ΔH and ΔS (Table 2); decrease in ΔG values with increase in temperature 
showed that the sorption was most favourable at higher temperature. In contrast, increasing temperature from 25 to 50° C 
was found to have a detrimental effect on the extraction process for sodic bentonite, the negative value of ΔH indicate that 
the extraction process  is exothermal. 
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Fig. 6: Removal of thorium by magnetic and sodic bentonites as a function of temperature.                                             
[Th(IV)]0=10

-4
 mol L

-1
, w = 0.01 g, V = 4 mL, Ø = 250 rpm. 
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Fig. 7:  Plot of Eq.6 for the thorium sorption on by magnetic and sodic bentonites,                                                             
[Th(IV)]0=10

-4
 mol L

-1
, w = 0.01 g, V = 4 mL, Ø = 250 rpm.  
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Table 2: Thermodynamic parameters for the sorption of Th(IV) on sodic and magnetic bentonite 

Bentonite  ∆H (kJ.mol
-1

)                                 ∆S
 
 (J/K)                          ∆G(kJ/mol)    

T=296 K T=303 K  T=313 K    T=323K 

Sodic bentonite -38,138 -55,78 -21,62 -21,23    -20,67 -20,11 

Magnetic bentonite  5,699 79,897   -17,962 -18,52    -19,32   -20,12 

4. CONCLUSION 

In this paper, Liquid-solid extraction of Thorium (IV) is made by sodic bentonite and magnetic bentonite. The extraction 
efficiency was determined as a function of various parameters such as time, initial pH, Thorium concentration and 
temperature. The experimental capacity obtained was 31.34 mg.g

-1 
for magnetic bentonite and 41.24 mg.g

-1 
for sodic 

bentonite. The sorption of Th (IV) achieves equilibration at 45 minutes and 60 minutes for magnetic bentonite and sodic 
bentonite, respectively. Optimal extraction yield was achieved in a initial pH equal at 6.2 for magnetic bentonite, By against, 
the variation of initial pH has no influence on the extraction yield.   

The results obtained in this study are very close and there is not a big difference, but magnetic  bentonite have  a  unique  
superiority  in  separation, it can  be  quickly  separated  from  a  medium  by  a simple  magnetic  process, in  view  of  this 
properties and by the results obtained in this study, magnetic bentonite can be a promising material for sorption, 
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immobilization and pre-concentration of rare earth elements, radioactive  metal and heavy metal ions from large volume of 
solutions. 
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ABSTRACT  
By rapid growth of the Internet users and devices, the number of servers also increase simultaneously which causes the exponential 

increment of the internet traffic and static data. Handling these huge amounts of user requests and efficiently responding to them require 

high bandwidth links, powerful servers and robust equipment, which despite the availability of these requirements getting the full user 

satisfaction is extremely difficult and a tough challenge. In order to overcome the mentioned problem, the cache servers are being used as a 

suitable solution. The performance of web cache server directly depends on its replacement policies. Several cache replacement policies 

have been proposed in literature each having varied hit rate (HR) and byte hit rate (BHR) performances on different networks. The 

replacement policy proposed in this paper is a dynamic cache replacement policy which trains itself utilizing previous network logs and by 

exploiting the data mining clustering algorithm. Once the training step is completed, the proposed policy utilizes the normalization formulas 

to score each metric of the enquiries including recency, frequency, size and delay. Simulation results showed that the proposed policy has 

the optimum performance on different networks and it not only improved the performance of web cache server in term of HR and BHR, but 

also decreases the data retrieval time (Delay Ratio (DR)) of the cache servers.  
 

Keywords: cache replacement policy, cache server, proxy server, scoring 
 

1. INTRODUCTION 

The recent tremendous developments in the technology field had negative effects on the web performance in terms of 
network congestion, server load, data retrieval time and bandwidth consumption. To tackle the above issues, different 
solutions are available such as incrementing the link and server capacities and deploying backup servers in multiple locations. 
In addition to being very costly, none of the mentioned enhancements can provide a solid and optimum resolution. Cache 
servers have been implemented as an efficient solution that is capable of decreasing the data retrieval time, reducing the 
network congestion, lowering the server loads, preventing the need for high bandwidth links and eventually resulting in 
customer satisfaction (Davison, 2001) and (Podlipnig & Böszörmenyi, 2003).  

The cache server deployment is shown in figure 1. The performance of web cache server directly depends on its replacement 
policies (Zhang, 2015). 

Various web cache replacement policies are proposed by (Zhang, 2015), (Sulaiman, Mariyam Shamsuddin, Forkan, & 
Abraham), (Ali, Sulaiman, & Ahmad, 2014), (Jeon , Lee, Cho, & Ahn, 2003), (Jarukasemratana & Murata, 2013) and (Abdalla, 
Sulaiman, & Ali, 2015). Besides the cache HR and BHR that play important roles in web cache server performance, DR also 
has a significant impact on the performance of web cache servers. Furthermore, most of the traditional and proposed 
algorithms are based on the Recency such as LRU (Least Recently Used), Frequency such as LFU (Least Frequently Used) and 
Size factor. However, traditional policies being used currently are not sufficient as their decision depends on one factor while 
ignoring most others (Abdalla, Sulaiman, & Ali, 2015). 

mailto:edris.rajaby@gmail.com
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Figure 1: Deployment of cache server 

Wong (2006), categorized the cache replacement policies into five categories and provided the design rationale along with 
the advantage of each category as bellow: 

1- Recency-based: Recently requested objects will be requested again in the near future. It is good when the same 
object is requested by many users at the same time. 

2- Frequency-based: The most popular objects should be cached. It is efficient when the web sites having objects 
with quite steady popularities are accessed by users. 

3- Size-based: Keeps smaller objects by removing larger one. It is good when information-based web sites are accessed 
by users. 

4- Function-based: Higher hit ratio can be achieved by considering more parameters. It has better performance 
when the system has high processing and memory resources. 

5- Randomized: The simplest structure with no need for high computation overhead. It is good for systems with limited 
processing and memory resources. 

According to the simulation results of the proposed policies in the literature, the performance of different policies varied on 
different datasets and can’t guarantee the optimum performance on all networks. Furthermore, the reconfigurability of the 
replacement policy is irrecusable criteria. The replacement policy proposed in this paper is a dynamic cache replacement 
policy that analyses the network according to previous logs and afterward based on the analyzation result weighs and scores 
the RFSD metrics. Subsequently, using the metric weights and scores, a general score will be generated for each unique 
object; and based on this general score the object with the lowest score will be deleted from the cache server memory. The 
paper is organized as follow: section 1 provides overall information about this paper, presents related works done in literature 
and introduces the proposed solution. Section 2 is Methodology and explains the proposed methods in detail. Section 3 
presents the simulation results and finally section 4 summarizes the paper. 

2. METHODOLOGY 

Data Preproccessing: The data collected from online resources usually has many errors and cannot be used for data analysis 
purposes directly due to its incompleteness, inconsistency and lack of specific behaviors and trends. Data preprocessing is a 
verified method for resolving such issues and it is a crucial step in the data mining procedure. Analyzing data without 
preprocessing can produce ineligible results. Data pre-processing consists of cleaning, normalization, transformation, feature 
extraction and selection, etc. The outcome of data pre-processing is the final training data set that could be used in data 
mining process (Kumar & Reddy, 2014). 

In order to be accepted as a cacheable URL, we selected the URLs which not contain substrings such as ‘cgi-bin’ or ‘?’, a file 
extension such as ‘.cgi’, and if the response produced from origin server has a proper status code (e.g., 200 Success) (Arlitt, 
Cherkasova, Dilley, Friedrich, & Jin, 2000). 

The flowchart of the proposed cache replacement policy is shown in figure 2. After preprocessing step the proposed policy 
perform bellow phases:  

2.1. RFSD Scoring 

The bellow formula (1) is used to score the Recency, Frequency and Delay (data retrieval time) metrics.
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𝑆𝑐𝑜𝑟𝑒𝑟𝑓𝑑 = 8 ×  (
(𝑉𝑎𝑙𝑐𝑢𝑟 − 𝑉𝑎𝑙𝑚𝑖𝑛)

(𝑉𝑎𝑙𝑚𝑎𝑥 − 𝑉𝑎𝑙𝑚𝑖𝑛)
) + 1 … (1) 

 The above formula (1) is modified to score the Size metric of the objects. Unlike the RFD, the size metric is needed to be 
scored in inverse order. The smaller objects take the higher scores and the bigger objects take the lower scores. 

𝑆𝑐𝑜𝑟𝑒𝑠 = 8 ×  (
(𝑉𝑎𝑙𝑚𝑎𝑥 − 𝑉𝑎𝑙𝑐𝑢𝑟)

(𝑉𝑎𝑙𝑚𝑎𝑥 − 𝑉𝑎𝑙𝑚𝑖𝑛)
) + 1 … (2) 

In the formula (1) and (2) shown above, Scorerfd is the score of the recency, frequency and delay metrics, Scores is the score 
of the size metric, Valmax is the maximum value of the corresponding metrics, Valcur is the current objects metric value and 
the Valmin is the minimum value of the corresponding metrics. 8 and 1 are the constant numbers which were used to score 
the metrics between 1 and 9. 

2.2. Policy Adjustment Using K-Means Algorithm 

One of the common and popular clustering algorithms in Data Mining is the K-Means algorithm which uses the distance 
between each data point and the centroid of the cluster to partition the data points. In this method, the data points are 
assigned to the nearest centroid according to a specifically selected proximity measurement. Afterward, the centroids of all 
clusters are updated and these two steps are repeated until the centroids are stable. There are varied measurements in K-
Means algorithm for computing the cluster centroids such as Manhattan distance, Euclidean distance, and Cosine similarity. 
Overall, the Euclidean measure is commonly used in K-means algorithm (Aggarwal & Reddy, 2013). Euclidean distance was 
used in this paper according to formula (3). 

𝑑(𝑚, 𝑛) = √|𝑚1 − 𝑛1|2 + |𝑚2 − 𝑛2|2 + ⋯ + |𝑚𝑖 − 𝑛𝑖|2  … (3) 

Where m and n are the data points and d is the distance between them. 

To train the proposed algorithm based on the previous logs, the number of clusters K was defined as one cluster. The 
algorithm should calculate the mean of the cluster by calculating the mean for each variable (RFSD) as illustrated in table 1. 
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Table 1: Calculated means for cluster 

Variables Dataset (a) Dataset (b) 

Recency 6.453 7.054 

Frequency 5.002 6.765 

Size 7.012 4.343 

Delay 4.234 3.243 

Figure 2: Flowchart of the proposed policy 

The proposed algorithm weighs the metrics according to the means calculated by the K-means clustering algorithm. For 
example based on the above results in table 1 for the dataset (a) the algorithm weighs the size as 104, the recency as 103, the 
frequency as 102 and the delay as 10. If an object has the scores of recency= 8, frequency= 7, size= 9 and delay equal=5, the 
general score generated by policy for this object should be 9875.
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3. SIMULATION RESULTS 

The dataset used in this experiment was the BU Web traces (Boston University, 1995) dataset provided by Cunha of Boston 
University. This dataset is contained of 9633 files, and recorded 1,143,839 web requests from different clients during six 
months. BU traces consist of 37 client machines divided into two sets: undergraduate students set (called 272 set) and 
graduate students set (called B19 set). In this work, the dataset 272 is called as the dataset (a) and the dataset B19 as the 
dataset (b).  The dataset (b) has 32 machines and the dataset (a) has 5 machines (Ali & Siti, 2009). In this experiment, one day 
logs (13-December) of the dataset (a) was used to train the policy and one day logs (14-December) of the dataset (a) to test 
the performance of the policy. Furthermore, to prove that the proposed policy has the optimum performance on all networks 
the policy has been tested on the second dataset (database (b)). In the second dataset, one day traces (17-January) was used 
to train the policy and one day traces (18-January) to test the performance of the policy. 
 
 
 

Figure 3: Hit rate of the policies for dataset (a) and dataset (b) 

Figure 4: Byte hit rate of the policies for dataset (a) and (b) 
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Figure 5: Delay saving of the policies for dataset (a) and dataset (b) 

In cases where the size of the cache is very large, almost all policies have good performance. The best policy is the one that 
has the best performance in case of limited and small cache size. According to the simulation results as demonstrated in 
figurs. 3, 4 and 5, the proposed cache replacement policy is compared with the conventional algorithms such as LRU (Least 
Recently Used), LFU (Least Frequently Used) and Size. As shown in figure 3. the proposed policy has the best performance in 
datasets (a) and (b) in term of HR, and based on figure 4. the proposed policy provides the best performance for BHR as well 
in cases that the cache size is small. Moreover, as proved in figure 5. one of the significant competencies that the proposed 
algorithm has is its terrific increment of cache server performance in terms of delay ratio compared to traditional algorithms 
such as LFU, LRU and Size. 
 

5. CONCLUSION 

Cache servers play a significant role to improve the performance of the Internet, and the performance of cache servers 
directly depends on the cache replacement policies used in them. In this work, a new cache replacement policy has been 
proposed which is based on the data mining k-means clustering algorithm and RFSD scoring method. Numerous replacement 
policies have been proposed in literature, but most of them used one or two metrics of the requested objects, their 
performance on various networks differs and they do not provide solid and optimum solution on all networks. Using the k-
means algorithm and previous network logs, the proposed policy is capable of adjusting itself to any network structure. It 
scores the RFSD metrics by modifying the normalization formulas and generates a general score for each object. 
Subsequently, the object with the lowest general score will be deleted when the cache is full and the new requested object 
will be cached.  

The performance analysis shows that one of the significant competencies that the proposed algorithm has is its terrific 
increment of cache server performance in terms of delay ratio compared to traditional algorithms such as LFU, SIZE and LRU. 
Concurrently, it is demonstrated that the proposed policy remarkably improves the performance of the cache servers with 
regard to HR and BHR on any network.
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ABSTRACT 
As the Internet plays more colorful role in our everyday lives, the consumer’s shopping habits is changing toward increase in share of online 
purchase. Along with expansion of the Internet in people’s everyday life the recent years have been featured with growth of online 
marketing among businesses. Firms have come to understanding that online marketing is a vital element for increasing brand awareness 
and grab attention of the modern consumers. Moreover, there has been a continuous increase in engagement of the consumer in social 
media and blogs, which makes them a key marketing channel for the businesses. Businesses currently have to admit the necessity of 
joining online marketing as a measure to improve their brand awareness and communicate with the target customers. Affiliate marketing 
functions based on marketing channel and brings less risk comparing with other online marketing channels. As an almost novel 
phenomenon, online marketing has experiences a continuous growth over the recent years. The present article examines affiliate 
marketing network, which is an online marketing channel that gives businesses the opportunity to achieve more visibility with relatively 
low costs. Many popular media including blogs, voucher code sites, and price comparison sites cooperate using affiliate marketing model. 
Different online marketing challenges are first introduced to give a theoretical background of online marketing in general. Afterward, more 
detailed analyses of affiliate marketing, as an online marketing channel and the main area of focus of the study is given. Affiliate marketing 
and all its features from theoretical aspect are discussed in this article, also  commissioner and marketing plans in practice, the 
requirements, and the environment are discussed.  
 

Keywords: Affiliate marketing network, affiliate program, online advertising, 

 

1. INTRODUCTION 

Along with fast growth of the Internet, many held that expansion of the Internet would result in disintermediation, which 
means elimination of intermediaries in the value chain between manufacturers and end costumers. Jacobs argued that 
following development of new communication ways in the new economy, distribution channel was reduces from two/three 
intermediaries to zero or one intermediary, which means more cost savings and customization. 

At any rate, beside the fact that the Internet actually can decrease the number of intermediaries in some fields, companies 
still have the chance to use their expertise in adjusting their activities so that they could remain competitive at the market. 

Companies were very fast to spot the marketing capacities of the Internet after introduction of the World Wide Web . By 
using advantages of the new technologies, companies can improve their competitive features, while the technologies bring 
the threat of new start-up companies that in some cases are completely virtual. Companies need to adjust their business 
with the trends of changes or otherwise face losing their markets .  

Online marketing is featured with many divergent marketing channels that will be discussed in part 2 in short. The article is 
mainly focused on affiliate marketing as one of safer online marketing channels. Affiliate marketing and all its features from 
theoretical aspect are discussed in part 3, followed by part 4 where commissioner and marketing plans in practice, the 
requirements, and the environment are discussed.  

mailto:norouzi@ieee.org
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2. ONLINE ADVERTISING 

Online advertising is far more than placing a website on the Internet even if it is designed for promotional purposes . On the 
contrary, advertising is a mean to attract the potential customers to that website –i.e. traffic acquisition. 

From the content providers’ viewpoint, online advertising is an important source of income. According to the result-
oriented compensation methods, affiliate marketing is a specific way of selling advertising space. To find out when it is 
beneficial, advantages and disadvantages of other options available for content providers must be examined.  

are several definitions for the term Internet advertising. There has been an ongoing debate on whether to consider the 
Interne as another form of traditional advertising or its nature is more of direct marketing.  

Companies, regardless of their industry, can be divided based on their role in business transactions. Zeff highlighted three 
parties that participate in online advertising:  

 Sellers 

 Buyers  

 Infrastructure  (Zeff, 1999; 18-21) 

2.1 Sellers  

Sellers are in charge of providing content that produce websites with advertising space to sell. Many of the modern sellers 
are media companies. Since inventory of the content providers is not easy to sell, they were quick in developing ad 
networks. The networks provide experienced sales force and the advertisers find them easier to deal with.  

2.2 Buyers  

Companies with products or services to promote are the buyers. Usually, they are represented by agencies that handle their 
advertising campaigns.  

2.3 Infrastructure  

Companies that run services of evaluating and auditing campaigns, targeting, and personalization companies, ad 
management software developers, and suppliers of technological infrastructure.  

3. AFFILIATE MARKETING  

Affiliate marketing is an economic way comparing with other online advertising forms as it cuts the administrative costs of 
buying advertising. When the program is well managed, it enables advertising to a great extent of website which is not 
acquirable otherwise.  

The process of affiliate marketing is explained at first and then the parties engaged in the process and their role are 
discussed. A detailed analyses of the parties are provided along with an introduction to advertising methods and the 
commission payment models. Risks of affiliate marketing and the performing affiliate programs are also introduced.  

The concept of affiliate marketing is designed based on reward in return for performance and here performance is a sale, 
registration for a web services, signing up for e-mail marketing, request for contact or any other measurable action. (Fig. 1) 
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Fig 1: The Basic Process of Affiliate Marketing 

 

4. TERMINOLOGY  

4.1 Merchant 

The affiliate marketing merchant refers to a website looking for selling goods or services via online advertising. This is 
evident in online commerce from the web’s largest sellers (e.g. Amazon) to mom-and-pop specialty sites.  

4.2 Affiliate 

The affiliate or publisher refers to a website that offers links to its visitors. For instance, along with posting a book to a blog 
or discussion forum, an affiliate may offer a link to Amazon to facilitate readers’ purchase. In the same way, a travel guide 
site can provide link to a page at Trivago offering hotels in the area along with introducing a vacation destination. In the 
best scenario, the affiliate’s links add to usefulness of the content along with paying the publisher. (Fig. 2) 

Fig 2: The Sample of Affiliate Company

 

 

4.3 Network 

The network provides connection between merchants and affiliates. Many merchants trust on networks for tracking, 
administration, and accounting purposes. This is needed to log which users clicked on what link and made what purchase, 
and consequently, develop a secure website for affiliates to obtain links and examine the results. The networks also offer 
effective consolidated payments to several affiliates on monthly bases.  

However, many merchants have more tendency to the benefits of specialization. Networks introduce rules on permissible 
affiliate practices. By becoming a member of a network, the merchant can breach many of these rules or introduce other 
requirements of its own. 
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affiliate program: The rules of an affiliate program (e.g. how much affiliates will be paid, permitted behaviors, participation 
criteria for the affiliates) are set by the affiliate program managers. 

Affiliate marketing as transaction oriented, which caused no liability for joint future success or exclusivity restrictions. 
Affiliate programs need little effort and investment, which makes it also easy to terminate.  

Currently, the number of companies that have initiated their own affiliate programs to reach new customers is growing. 
Affiliate networks have emerged in the form of intermediaries between content providers and merchants and provide 
solutions to handle affiliate programs. 

Although, it is possible for the companies to select a few content providers and provide an opportunity for participation in 
an affiliate program, in practice it is the content providers who make decision about the ad content suitable for their 
websites. Given the increasing number of affiliate programs found on the internet, content providers can choose from a 
large diversity.  

Figure 3:Role and Responsibilities in Affiliate Marketing  
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Affiliate networks provide affiliate programs to websites so that instead of running an affiliate program, the seller can use 
the affiliate network. The network provides services such as tracking publisher’s sales, pay out the commissions and provide 
consultancy service to advertisers and publishers should a problem or question is raised. It also charges advertisers based 
on the results. Moreover, affiliate network determines minimum transaction revenue for the advertiser.  

By clicking on an affiliate link or banner, the customer allows cookies being saved in their computer. The information of the 
cookie is sent to the affiliate network along with details such as the timestamp and technical details of the customer’s 
browser and computer. The cookies stay in the customer’s computer for 30 days, in general. If a purchase is made during 
these 30 days, the publisher will receive a commission for the sale. Therefore, it is not necessary to make a purchaser 
immediately of the clink. After completion of the purchase the final “thanks for the purchase” page send the order number, 
time stamp, and publisher identification number so that the affiliate network can track the sale. 

5. TYPES  OF AFFILIATE MARKETING 

By definition, affiliate marketing is defined as an agreement achieved between a merchant and content providers for 
promoting merchant’s products/services at their websites. Based on the agreement, the content provider is paid when the 
visitors from their website perform a specific action.  

Therefore, in an affiliate marketing arrangement, in addition to delivering the advertisement, the content provider needs to 
persuade users to become customers. Thus, affiliate marketing is also called performance marketing.  

There are two categories of affiliate marketing; one-to-one affiliate marketing and one-to-many affiliate marketing. In the 
former, the merchant signs a contract with a selected affiliate, in which the terms are negotiable without influencing 
contracts with other affiliates. This form of affiliate arrangement is usually adopted by major players at the market who has 
the capacity to lure many potential customers to the merchant’s website.  

By using one-to-many affiliate programs, the merchant offers identical condition for all affiliates and they are free to join 
the program. This forms of arrangement is used when the merchant cooperates with several affiliates and negotiating 
contract terms with all providers is too costly. Also affiliate marketing is specifically beneficial to small websites as without 
such arrangements, they do not have the opportunity of selling to major advertisers. Thus, these websites can enjoy great 
advantages from affiliate networks.  

Companies can either develop a private affiliate program at their website or join third-party networks and take advantage 
of their technological solutions . According Marketing Terms (2007), affiliate network is “a value-added intermediary 
providing services, including aggregation, for affiliate merchants and affiliates.” 

6. STANDARDIZATION IN AFFILIATE MARKETING 

Affiliate marketing enables notable performance incentives with wider efficiencies of online advertising. 

The rule of affiliate marketing payments are aimed at protecting advertisers against wasted expenses. In this regard, the 
payment structures and the consequential risks of other online ads systems are notable. For instance, a reasonable concern 
of the advertiser might be that few users would click on its buying display ads; this might be due to irrelevance of the ads to 
the users’ interests or poor placement of the ads. The advertiser does not have control over all these factors: standard 
contracts enable the advertising networks determine the sites that will display a specific ad.  

For example one of the top affiliate networks, LinkShare, promised the advertisers that they are required to make payment 
to an affiliate only when a sale or other specific action is performed by the user. LinkShare believes that this method is 
highly efficient. Following the same path, Commission Junction affiliate network states that only when a determined action 
is taken by the user, the advertiser will be charged. 

It is true that practitioners believe that affiliate marketing is structurally free of fraud, in practice however, there are 
significant risks to be concerned about that will be explain in next section. 

7. ADVANTAGE OF AFFILIATE MARKETING 

Although, there are theoretical definition for the advantages of affiliate marketing for merchants, there is no proper 
description of the benefits for content providers. Content providers face the risk pertinent with using affiliate marketing. 
Still, there is no clear answer for the question why and when they decide to take the risk and not using other types of online 
advertising.  

To make sure that affiliate programs achieve the expected results, companies and content providers need to establish a 
win-win relationship that may result in generating adequate sale at the websites of the merchants and sufficient earning for 
the content providers. The determining an attractive commission rate and commission model are essential to lure content 
providers to an affiliate program.  
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Advantages of affiliate marketing can be examined from two different perspectives; i) merchants who use affiliate 
marketing as a part of their marketing strategy, and ii) the content providers – affiliates, who display products/services of 
merchants on their websites Affiliate marketing provides opportunities of revenues from the website for the content 
providers; in addition, they can enjoy the opportunity to cooperate with a large number of merchants, which is not possible 
otherwise.  

Participation in the affiliate program is most beneficial for the content providers when there is a strong connection 
between the website products/services promoted through the program. The connection is rooted in the product type, 
perception of brand, customer loyalty, and the like.  

In addition to the information noted above, affiliate marketing provides a capacity to monitor activity of the customers 
after they click on the ads. This is done using a cookie that is stored on the potential customer’s computer . Merchants are 
able to track the customers’ activity for several days and weeks and if a sale is performed in this period, the content 
provider receives the commission.  

8. DISADVANTAGE OF AFFILIATE MARKETING 

There are some disadvantages cases by using affiliate marketing network that we discuss in this part of paper.  

8.1 Fraud in Affiliate Marketing 

Our representation of affiliate litigation (Edelman, 2012) highlights many disputes that are important enough to lead to a 
legal action. Since the methods under consideration are featured with the elements of common law fraud and they are 
considered as fraud in both civil and criminal litigation, they are known as affiliate fraud. Commission, in many affiliate 
marketing schedules, is payable only when a user performs a purchase. Thereby, to charge a merchant, the affiliate must 
make the merchant’s record show that the affiliate has actually caused extra sale. In fact, an affiliate might penetrate server 
of the merchant to change the records directly. However, an attacker with privileged access to merchants’ servers does not 
need to stop at affiliate fraud. In practice, affiliate fraud is mainly about focusing on the schemes to spot the users who had 
already made a purchase decision.  

8.2 Fraud Categories 

1. Adware: The user visits web page of a merchant using a computer that runs a specific advertising software; the 

software monitors the user’s activity and takes the user to the affiliate’s marketing link. If then the user performs 

the purchase, the affiliate will be paid as the assumed cause of the purchase.  

2. Cookie-stuffing: the user visits a web page of which a section can claim to refer the user to a merchant. When the 

user makes a purchase from the merchant within the preset time period (usually seven to 30 days) the affiliate 

will receive a commission. In another scenario, the affiliate may design its cookie-stuffing as a component of other 

web pages. 

3. Typosquatting: Affiliates are in charge of registering domain names that are misspelling of merchant’s domain 

names. If a user misspells a merchant’s domain name in a predictable way for the affiliate, the user is redirected 

to the affiliate’s site. Then the user is taken to an affiliate link and then to the merchant. Afterward, the affiliate 

will received the commission when the user makes a payment.  

4. Loyalty software: by installing a loyalty software on a user’s computer, affiliates ensure that the user is well 

informed about probable rebates, points, or other advantages of purchasing from specific merchants. The 

software leads the user via an affiliate’s link when the user want to go directly to a merchant’s website. 

 

9. RELATIONSHIP BETWEEN ONLINE ADVERTISING AND AFFILATE MARKETING 

The figure 4 illustrates the different forms of online advertising available to the merchants to acquire customers. The 
highlighted fields enjoy advantage of a network of content providers, while the dark green fields indicate the areas that 
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affiliate marketing is an option. As noted below, it is possible to use affiliate marketing in e-mail advertising through adding 
links with affiliate reference to the text of e-mail or newsletter. In the case of web-based advertising, affiliate links are 
connected to banners, textlinks, advertorials and interstitials. Sponsorship and microsites are not recommended as the 
visitors stay in the website of the content providers so that payment models cannot be used. Affiliate marketing can be 
used in search engine marketing; a topic that we will return to it later.  

 

Figure 4: Overview of online advertising and its relationship  to affiliate marketing 

 
the some cases of using affiliate marketing are storefronts, so that content providers can market products/services of other 
companies at their own branded website using technological solutions offered to them by the advertiser. There is no need 
for the website visitors to leave the content providers’ website to complete the purchase . Storefronts are usually called 
“white lables.”  

10. COMPENSATION MODELS IN AFFILATE MARKETING  

As highlighted by Fiore and in affiliate marketing in particular, advertisers can choose one of the three compensation 
models explained above to determine commissions payable to the content providers. 

 Pay per sale (PPS): commission is paid for each sale by the visitor from the affiliate website. 

 Pay per lead (PPL): commission is paid to the affiliate when one of its visitors performs a specific action (e.g. 

subscribing a newsletter, filling out a questionnaire). Note: another term of PPL is pay per action (PPA) 

 Pay per click (PPC): commission is paid to the content provider for each click at the link to the advertiser’s 

website. (Fiore, 2001; 125)  
 

10.1 CPS (Cost-Per-Sale) 

The term CPS, also known as PPS (Pay Per Sale), refers to a low-risk, high-profit, revenue-sharing model utilized by 
marketers to attract new customers to their products or services. CPS pays a determined commission to the affiliate 
marketer who refers a lead that results in a purchase. CPS model is more preferred by the marketers as they are only 
required to pay a commission when they sell to a customer. In fact, it is a free marketing and advertising scheme where the 
affiliate produces the lead without receiving a upfront cost.  
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10.2 CPA (Cost-Per-Action) 

Affiliate marketing is an easy way to address banner blindness, since content providers have the deepest insight into their 
customers and know what advertisings is more effective . Additionally, the content provider has all the reason to avoid 
banner blindness, since affiliate marketing campaigns are paid per action (PPA). 

Under CPA setting, the affiliates receive a fee when a specific action is perform by the referral or lead. Among such actions 
are clicks, impressions, form submits, sign-ups, registrations, or opt-ins. Because CPS are not necessarily featured with a 
direct sale and more risk taking, the payout percentages are smaller than those in CPS setting.  

Three basic plans introduced above might be mixed with other types. The most common combinations are two-tier and 
residual programs. The former functions based on multilevel marketing and the affiliates are paid in return of the actions 
taken by the newly recruited affiliates. In the latter, a commission is paid for all the purchases performed by previously 
referred visitors during a specific time period.  

The commission paid by the merchants might be based on a flat fee (i.e. the affiliate receive a specific amount of money for 
every sale) or based on a percentage of sale value.  

10.3 Business models of Content Providers  
 

To have a better insight into the ways that content providers place themselves in the online value chain and earn money 
from their websites, one needs to learn about their sources of revenue. Evaluating the condition in which different forms of 
online advertising are efficient or not needs insight into the available business models.  

There are seven sources of income for online content providers:  

1. Online advertising  

2. Subscription fee for online content  

3. Online ordering of print publication  

4. Syndication/revenue sharing with online services 

5. Per-unit charges for online content  

6. Online sale of non-content merchandise and services  

7. Affiliate marketing  
 
However, the mentioned article only focused on magazine and newspaper companies so that some of the mentioned 
sources are not available in general. Strauss et al. proposed a better model in which business models for cybermediaries are 
categorized as follows:  

 Brokerage model 

 Agent model  

 Online retailing  

Brokerage model  

In this model, the cybermediary functions as a supplier of negotiations platform between buyers and sellers. The 
cybermediary might charge the buyer, the seller, or the both. These companies function on the basis of business to 
business (B2B), business to customer (B2C) or customer to customer (C2C) models. In general, they offer several value 
added services for both buyers and sellers. There are two common models in brokerage model:  
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 Online exchange  

 Online auction  
 
Agent model  
As explained by Strauss, online agents act as representative and in interest of the buyer or seller. Following structures are 
notable in the agent model: 

 Models representing sellers  

o Selling agent  

o Metamediaries  

o Virtual malls  

 Models representing buyers  

o Purchasing agents  

o Reverse auction  

o Buyer cooperative  

Selling Agents  

Strauss illustrated selling agents as cypermediaries that act as representative of one or several companies and offer them 
services to promote their sale. In this arrangement, a commission model is used within an affiliate program. The agent 
receives a commission when it refers a user that will perform a purchase or other specification actions. While an agent in 
traditional marketing represents one producers, in online environment, an agent can represent an industry and recommend 
rival products.  

This model is generally used in travel industry and the agents usually represent airlines, hotels, car rental companies and 
the like. From the customer’s viewpoint, the agent provide valuable services as, through their services, they can find better 
deals and enjoy more convenient buying process.  

Another notable model is catalog aggregators, in which information about products is collected in online catalogs and 
customers can choose among several products. The customer is also provided with real time prices and products 
information. This model is more general in B2B Solutions. At the most advanced level, catalog aggregators might provide 
direct link to venders’ ERP (enterprise resource planning) systems.  

Metamediaries  

As explained by Strauss, the term “metamediary” refers to a website that creates connection between stakeholders and an 
important event like purchase of asset or marriage. Metamediaries shorten the customer’s search for information, 
guarantee quality of suppliers, and supply pertinent information. They also act as facilitators of transactions. On the other 
hand, merchants enjoy the traffic to their website provided by metamediaries and co-branding. Metamediaries work based 
on commission models. Strauss et al. noted that what matters between the metamediary and customers is the trust and to 
preserve their unbiased image, some of them do not even utilize web ads.  

Virtual malls  

Virtual malls function like brick-and-mortar shopping malls. Like the metamediaries model, stores enjoy benefits of virtual 
mall traffic and co-branding. Customers, on the other hand, enjoy the benefits of having one shopping cart in all stores and 
do purchase while benefiting loyalty programs, gift registries, search facilities and shopping suggestions, recommendations, 
and product reviews.  
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Purchasing agents  

A purchasing agent collects orders of individual customers who can remain anonymous, and perform large volume order for 
better price. Practically, the customer is in the position to determine the price of their preference.  

Reserve auction  

Reserve auction works alike purchasing agents in all aspects with the exception that the business keeps its separate 
identity. The customer can determine their preferred price and the vendors bid to reach the price or offer a lowest price to 
grab attention of the buyer.  

Buyer cooperative  

An alternation of purchasing agents is buyer cooperative, where, customers are grouped in order to achieve lower prices; 
however, in buyer cooperative, a relationship exists between the amount of buyers and the price. Buyers know the exact 
number of buyers they need to collect to reduce the price. In such a case, buyers are in charge of marketing and finding 
more buyers.  

Online retailing  

Online retailers means online stores, so that they buy goods from the suppliers and sell them to the customers. 

11. CONCLUSION 

It has been for decades or one as some say centuries that businesses have complained about effectiveness of 
advertisement activities. While the costs of advertisement needs to be paid beforehand and the expected benefits, if any, 
will come later, the advertisers are always at the risk of low performance or no-performance in their campaigns. In the face 
of this drawback, affiliate marketing brings in new changes; it introduces performance-based approach to online marketing 
and the advertisers are needed to pay only when a sale takes place. Thanks to the reliable online tacking that highlights the 
sales pertinent to affiliates, advertisers enjoy a notable decrease in their risk. 

In this article affiliate marketing and all its features from theoretical aspect are discussed in this article, also  commissioner 
and marketing plans in practice, the requirements, and the environment are discussed.  
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ABSTRACT  
Cancer is one of the crucial causes of death for both men and women. All over the world, breast cancer is one of the leading cause of 
cancer deaths in women. The most effective way to reduce cancer death is to detect it earlier but the detection of cancer in early stages is 
not an easy process. As result, many researches are focused on developing different systems for breast cancer detection. In this paper we 
have discussed various data mining approaches that have been utilized for breast cancer diagnosis and prognosis. We have proposed a 
breast cancer prediction framework consisting of four main modules: Data Collection, Data Preprocessing, Feature Selection, and 
Classification. Evaluation results are provided as well. The goal is to find the best combination for feature extraction algorithm and 
classification algorithm, which will improve the accuracy of mammograms classification process. 
 

Keywords: Breast cancer, mammograms classification, data mining 
 
 

1. INTRODUCTION 

Breast Cancer is among the leading causes of cancer death in women. Although mammography is currently the most 
effective tool for early detection of breast cancer, it has some restrictions. Radiologists visually search mammograms for 
specific abnormalities, but detection of suspicious abnormalities is a repetitive and wearing task, thus an abnormality may 
be unnoticed. Consequently, research for breast cancer detection is focused in finding computer aided methods, developed 
to aid radiologists in detecting mammographic lesions that may indicate the presence of breast cancer [1-5].   

In this paper we propose a breast cancer prediction framework based on data mining classification techniques. The 
proposed framework consists of four major steps of determining the breast cancer: collection of mammogram images, 
image preprocessing, classification and result evaluation. To evaluate the accuracy of the proposed model, experimental 
results are provided as well.  

The rest of the paper is organized as follows: section two provides an overview of the related work done for breast cancer 
identification using data mining techniques. In section three the proposed framework is presented followed by classification 
methodology in section four. Section five elaborates the experimental results while section six concludes the paper. 

2. LITERATURE REVIEW  

A literature survey showed that there have been several studies on the breast cancer detection using data mining 
techniques.   

Salama, Gouda I., M. B. Abdelhalim, and Magdy Abd-elghany Zeid [6] applied various classification algorithms on three 
different breast cancer databases:  Wisconsin Breast Cancer (WBC), Wisconsin Diagnosis Breast Cancer (WDBC) and 
Wisconsin Prognosis Breast Cancer (WPBC). Experiments are performed using 10-fold cross validation method combined 
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mailto:b.raufi@seeu.edu.mk
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with tree, Multi-LayerPerception, Naive Bayes, Sequential Minimal Optimization, and Instance-Based for K-Nearest 
neighbor. According to their results, classification using fusion of MLP and J48 shows better results than other classification 
approaches.  

Mittal, Dishant, Dev Gaurav, and Sanjiban Sekhar Roy [7] proposed a hybrid method of breast cancer diagnosis which gave a 
significant accuracy over training set and testing set. The proposed hybrid method combines unsupervised self-organizing 
maps (SOM) with a supervised classifier called stochastic gradient descent (SGD). The experimental results are conducted 
by comparing their results with three supervised machine learning techniques: decision tree (DTs), random forests (RF) and 
support vector machine (SVM).  

M. Vasantha et al., are concentrated in classifying the mammogram images into three categories (normal image, benign 
image and malignant image) decision[8]. Halawani et al. have applied different clustering algorithms in order to detect 
breast cancer. Experiments were conducted using Digital mammograms in the University of Erlangen-Nuremberg between 
2003 and 2006 [9].   

A survey done by [10] have analyzed a significant number of research done in the field of breast cancer detection. Their 
focus was on analyzing the different data mining techniques applied in breast cancer classification along with their 
advantages and disadvantages. Particularly, this survey discusses about use of the classification algorithms ID3 and C4.5 in 
breast cancer analysis. 

A review on different machine learning applications in cancer prediction and prognosis is presented by Kourou et al. [11]. In 
the presented review of around 70 approaches, they came to conclusion that last years the research is focused on the 
development of predictive models using supervised ML methods and classification algorithms where the integration of 
multidimensional heterogeneous data is combined with the application of different techniques for feature selection.   

In the review done by Cruz et al. the performance of different machine learning that are being applied to cancer prediction 
and prognosis have been explained, compared and assessed [12].  They identified a number of trends with respect to the 
types of machine learning methods being used, the types of training data being integrated, the kinds of endpoint 
predictions being made, the types of cancers being studied and the overall performance of these methods in predicting 
cancer susceptibility or outcomes. 

From related work it is obvious that even a huge work is done in the field of breast cancer detection, researches are still 
focused on enhancing the performance of cancer detection by using data mining techniques combined with the application 
of different techniques for feature selection, which proves the validity of the work presented in this paper.   

3. PROPOSED FRAMEWORK 

The aim of this research is to develop a tool for the prediction of breast cancer at its initial stage. Therefore we propose a 
“Breast Cancer Prediction Framework” which will contribute in decreasing mortality rate due to breast cancer. The overall 
architecture of the proposed framework is given in Figure 1.   

Figure 1. Breast Cancer Prediction  

Framework  



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.310-316    Ismaili, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017. 605                                        312                                                          PressAcademia Procedia 

 

 

The following are the key steps of the proposed framework: 

 A corpus of data consisting of mammogram images is created.  

 Mammograms are preprocessed in order to create feature vectors appropriate for classification. Feature vectors 
are created in two manners:  

o using global histogram equalization to obtain a uniform histogram for the output image where images 
were subjected to a decomposition process by wavelet transform and  

o feature extraction from image properties like radiologist's "truth"-markings on the locations of any 
abnormalities that may be present, character of background tissue, class of abnormality present, (x, y) 
image-coordinates of centre of abnormality and approximate radius (in pixels) of a circle enclosing the 
abnormality. 

 Classifiers are trained using train data then classification algorithms are applied one by one to find out which one 
is producing better result in terms of accuracy for the given data set.  

 Decision for breast cancer presence is made according to classification results evaluation. 

4. DATA AND METHODOLOGY  

This section, discusses the methodology which has been used for the proposed work. Breast Cancer Prediction Framework 
consists of four main modules namely: Data Collection, Data Pre-processing, Feature Selection, and Classification.  

Database has been taken from Mammographic Image Analysis Society (MIAS), in order to perform experiments and 
evaluate the obtained results [13]. The details of all stages are discussed below. 

4.1. Data Collection 

First step is the collection of data. For experimental purposes we have used the MIAS digital mammography database, 
which consists of total 330 images. The mammograms are collected by United Kingdom National Breast Screening 
Programme and all mammograms follow the same criteria: only the medio-lateral oblique view is available, all films taken 
have been digitalized to 50 micron pixel edge with a Joyce-Loebl scanning microdensitometer.  

The mammograms database includes 123 images with both benign and malignant forms of abnormalities and 207 normal 
mammograms.  Additional information like radiologist's "truth"-markings on the locations of any abnormalities that may be 
present, character of background tissue (Fatty, Fatty-glandular, Denseglandular), class of abnormality present (Calcification, 
Welldefined/circumscribed masses, Spiculated masses, ill-defined mass, Architectural distortion, Asymmetry, Normal), (x, y) 
image-coordinates of centre of abnormality and approximate radius (in pixels) of a circle enclosing the abnormality are 
provided as well. 

4.2. Data Preprocessing 

To improve the quality of the images, we use the global histogram equalization (GHE) in the pre-processing stage. The main 
objective of GHE is to obtain a uniform histogram for the output image. To perform histogram equalization, the running 
sum of the histogram values is discovered, normalized and then multiplied with maximum gray level value. These values are 
then mapped on the previous original values using one-to-one correspondence [14]. Basically, this method multiplies the 
scale factor from the normalized cumulative distribution of the brightness distribution of the original image with the 
original image to redistribute the intensity. 

At this stage, images were subjected to a decomposition process by wavelet transform which involves decomposition of the 
signal. The decomposition of the multilevel wavelet transform can be expressed as follows [15]: 

121 ..... DDDDAI jjj                       (1) 

where I  represents the thi  image, j  represents the level of decomposition, A  is approximation and D  is detail 

coefficients. Figure2 demonstrates the decomposition process of the original image. 
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Figure 2: DWT Decomposition Process of the Original Image 

 
 

The detail coefficients consist of noise, so for feature extraction, only approximation coefficients are used. Information loss 
can occur after level four since informative coefficients cannot be detected properly. Thus, to avoid misclassification, each 
image was decomposed up to four levels, i.e. As a result, by summing all the approximation coefficients at each level, a one-
dimensional matrix is obtained as follows: 

1234 AAAAMat                         (2) 

where A  indicates the approximation coefficients at each level of decomposition and Mat represents the one-

dimensional matrix obtained from summation of all the approximation coefficients. The resultant matrix is subjected to 
wavelet transform to generate the feature vectors. The general form of the wavelet transform can be written as: 
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where ),( baWy = ),( baC  is the wavelet coefficient (approximately directly proportional to the amplitude of a specific 

mode) with the scale a  (inversely proportional to the wavelet center frequency) and position b  and   is the complex 

conjugated wavelet function [16]. To generate the feature vectors from one-dimensional matrix ( M ), the wavelet 

coefficient is converted into the mode of frequency (i.e., mf ) as follows: 
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where )( .efavgf  is the average frequency of the wavelet function, )( .efa   represents the approximation coefficients 

at all levels of decomposition,   indicates the image decomposition period, and vf indicates the resultant feature vector 

for an image. To reduce the amount of data produced by the wavelet transform, the discrete wavelet transform (DWT) that 

uses a certain subset of scales- a , and positions - b  is used[16].   

4.3. Classification 

For classifying mammogram images which are associated with benign, malign and normal classes, we used SVMs and 
Artificial Neural Networks (ANNs).  

Neural Networks are statistical learning models used in machine learning. They are capable of a wide range of classification 
or pattern recognition problems since they are able to perform a range of statistical (linear, logistic and nonlinear 
regression) and logical operations or inferences (AND, OR, XOR, NOT, IF-THEN) as part of the classification process. They are 
trained to generate an output as a combination between the input variables. Multilayer Artificial Neural Network contains 
several intermediary called hidden layers between its input and output layers [17,18]. The basic structure of the Neural 
Network is given in Figure 3 below. 
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Figure 3: Basic structure of the Neural Network Figure 4. SVM data transformation into a higher 
dimensional space 

 
 

Support Vector Machine (SVM) is another Data Mining technique used for data classification. Initially, SVM tries to identify 
the hyperplane that separates the data points into two classes by mapping the input vector into a feature space of higher 
dimensionality. Using non-linear kernel which is a mathematical function that transforms the data from a linear feature 
space to a non-linear feature space, SVM is able to perform nonlinear classification. Like ANNs, SVMs can be used in a wide 
range of pattern recognition and data classification [17,18]. Figure 4 illustrates how an SVM might classify benign and 
malignant tumors based on their size and calcification. 

5. FINDINGS AND DISCUSSIONS 

WEKA version 3.8.1 was utilized as a data mining tool to evaluate the performance and effectiveness of the breast cancer 
prediction models. Mammogram data are divided in test data and train data, then performance of various classifiers in 
combination with data pre-processing methods is evaluated using the breast cancer data set.  The performance of a chosen 
classifier is validated based on precision, recall, F – measure and ROC area.  Accuracy of the model is measured by 
the area under the ROC curve. An area of 1 represents a perfect test. Precision or sensitivity is defined by TP / (TP + FN), 
Recall or specificity is defined by TN / (TN + FP) while F – Measure is the harmonic mean of precision and recall. 

True positive (TP) = number of examples predicted positive that are actually positive. False negative (FN) = number of 
examples predicted negative that are actually positive. False positive (FP) =  number of examples predicted positive that are 
actually negative. True negative (TN) = number of examples predicted negative that are actually negative [17,18]. 

The analyses have been carried on using two algorithms namely, SMO and Multilayer Perceptron - MP for two types of 
generated feature vectors: a) feature extraction from properties associated with mammogram images and b) feature 
vectors created from image wavelet decomposition. 

The following table demonstrates the detailed analysis of both classifications algorithms where the correctly and incorrectly 
classified instances show the percentage of test instances. Kappa statistics value should be high for a good model since 
Kappa is a chance-corrected measure of agreement between the classifications and the true classes. The Mean absolute 
error, Root means squared error, Relative absolute error, Root relative squared error are used to assess performance as 
they are frequently used measure of the differences between classes predicted by a model and the classes actually 
observed. 

Table1: Summary of Mammogram Classification Models 

      SVM Neural Networks 

Feature 
Extraction 

Wavelet 
Transformation 

Feature 
Extraction 

Wavelet 
Transformation 

Correctly Classified Instances 80.303% 86.9697 % 83.9394 % 95.1515 % 

Incorrectly Classified Instances 16.697% 13.0303 % 16.0606 % 4.8485 % 

Kappa statistic 0.6317 0.7562 0.7012 0.9093 

Mean absolute error 0.266 0.2512 0.1162 0.0529 
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Root mean squared error 0.3433 0.321 0.3021 0.149 

Relative absolute error 74.2453 % 70.1342 % 32.4274 % 14.7782 % 

Root Relative squared error 81.2024 % 75.9352 % 71.4685 % 35.2557 % 

Total Number of Instances 330 330 330 330 

As can be seen in Table1, Neural Network and Support Vector Machine have comparable performances. From experimental 
results using two classification algorithms combined with two preprocessing techniques is obvious that both of classification 
algorithms shows better performance when used with image wavelet decomposition preprocessing technique in terms of 
higher classification accuracy and lower error rate .  

Figure 4. Accuracy of SMO Predicting Breast Cancer using 
Feature Extraction 

Figure 5. Accuracy of SMO Classifiers for Predicting Breast 
Cancer using Wavelet Decomposition 

  

Figure 6. Accuracy of MP Predicting Breast Cancer using 
Feature Extraction 

Figure 7. Accuracy of MP Classifiers for Predicting Breast 
Cancer using Wavelet Decomposition 

  

Figure 4, 5, 6, 7 shows the Precision, Recall, F – measure and ROC Area values for SMO and MP classification algorithms. It 
can be seen that normal mammograms are correctly classified in all cases while mammograms classified as benign and 
malign have higher precision (0.827, 0952), recall (0.971, 0741), F-measure (0.893, 0.833) and ROC Area (0.94, 0.923) values 
when Neural Network is used for classification and feature vectors are prepared using image wavelet decomposition 
technique.   

Since cancer detection at very early stage is very sensitive, from experimental results we can conclude that the proposed 
framework is contributing in detecting predispositions of a patient for having breast cancer. A single user input data 
(mammogram) is fed into the system and gets preprocessed and classified according to the explained technique. For all 
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used technique combinations, non cancer data are correctly classified in all cases. If a mammogram is classified as benign or 
malign than the user should for surely proceed with further analyses. With each new entry getting appended to the model 
the process becomes intelligent and ensures accurate results.  

6. CONCLUSION 

This paper has outlined and discussed various data mining approaches and techniques for the problem of breast cancer 
detection. Although different classification techniques have been developed for cancer classification, there are still many 
drawbacks in their classification capability.  

In order to enhance breast cancer classification, in this paper we proposed a new framework for breast cancer classification 
by combining mammogram wavelet transformation and neural network. According to results, classification based on 
locations of any abnormalities that may be present, character of background tissue, class of abnormality present, does not 
always shows the desired result. Finally, the evaluation and performance analysis of the proposed approach clearly shows 
that the preliminary results are promising in breast cancer discovery at early stage. 
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ABSTRACT  
This study investigates ergonomic risks faced by manual material handling (MMH) workers performing repetitive loads carrying, holding, 
lifting, lowering, pushing and pulling activities. A total of 11 MMH workers was recruited to participate in the study. Methods used to 
collect data were Modified Nordic Questionnaire (MNQ), Rapid Entire Body Assessment (REBA) and NIOSH Lifting Equation. MNQ result 
showed the MMH workers’ body parts that suffered pain are shoulders (63.6%), upper back (54.5%) and lower back (45.4%). The 
movements, which recorded high REBA score (i.e. 9) are twisting, lowering and lifting, which is considered as high risk. Based on NIOSH 
Lifting Equation, the value of RWL for MMH tasks is 15.82 and the lifting index (LI) is 0.73. The recommended control measures to be 
implemented in Company X include to limit the working time, administrative control, training, and reduce the weight of the load carried 
and lifted by the MMH workers.  
 

Keywords: Ergonomics, manual handling, REBA, NIOSH, MNQ 

 

 

1. INTRODUCTION  

Normally, a production line in a manufacturing company mainly involves equipment, machinery, and human workers. In 
heavy industry, innovation in machinery and equipment have substituted human workers to increase safety and 
productivity. However, in the manufacturing industries, human workers are still required mainly to perform manual 
handling tasks and processes that are not done by machines. Manual Material Handling (MMH) tasks involve activities such 
as carrying, lifting, lowering, pushing or moving loads. Repetitive and incorrect MMH techniques could increase the 
ergonomic risk and have known to caused work-related musculoskeletal disorders (WMSDs). WMSDs are injuries in 
ligaments, tendons, muscles, nerves and joints (Nurmianto et al. 2015). WMSDs have been a major concern in the 
manufacturing industry as it affects on workers’ productivity, absenteeism, turnover, compensation and work quality 
(Qutubuddin et al., 2013). However, lack of knowledge and initiative for ergonomics application in manufacturing industry 
could further increase the chance of exposing the human workers to ergonomic risk factors.  

In this study, the three techniques used to estimate the level of workers’ discomfort and to assess their ergonomic risks 
exposure are by using observational techniques and instruments, such as Modified Nordic Questionnaire (MNQ) (Kuorinka 
et al., 1987), Rapid Entire Body Assessment (REBA) (Hignet & McAtamney, 2000) and Revised NIOSH Lifting Equation 
(Waters et al. 1993). Observational techniques are used widely in the majority of companies because, they do not interfere 
with the work process, convenient and low cost. The natural working position is observed from the angular deviation of 
employee’s body segments (Lasota, 2015). MMH tasks are closely related to musculoskeletal symptoms. According to Gallis 
(2006), the three factors which contribute towards developing musculoskeletal disorders are the work postures, load, and 
technique used during performing MMH activities.  A study done by Syazwani et al. (2016) indicate long working hours with 
short rest period is also considered a major ergonomic risk factor.  

mailto:hjbaba@ukm.edu.my
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Lin & Radwin (1998) study results showed repetition rate and force used during wrist flexion task using a power grip as risk 
factors for developing discomfort in hand-task. While historical changes, which demonstrates skeletal tissue, soft tissue and 
nerves may be sensitive to repetitive movement, and tissue disruption can lead to functional impairment (Revel et al. 
1992). Latko et al. (1999) study also found that repetition can be associated with worker-reported discomfort at the wrist, 
hand and fingers and symptoms consistent with CTS. In other words, workers’ performing high repetitive tasks have 2 to 3 
times higher risk compared to low repetitive tasks. Thus, it can be concluded that repetitive movement can lead to WMSD if 
no further action was taken to solve this problem.  

Work technique, work organization, and individual characteristics or combined risk factors may influence the 
musculoskeletal disorder (Gallis, 2006). Workers who exposed to ergonomic risk such as MMH have a high possibility to 
suffer pain on the entire body parts or muscle pain (Deros et al. 2016). Excessive physical effort can cause back injuries and 
shoulder injuries (Parejo et al. 2012).  Yeung at al. (2002) have found that both lower back and shoulder are the most 
prevalent locations of musculoskeletal symptoms. This study was conducted to identify working postures practiced among 
MMH workers in Company X, to assess their associated ergonomic risks and to determine musculoskeletal discomfort 
among them.  

2. RESEARCH METHODOLOGY 

This study was conducted at Company X located in Port Klang, Selangor, Malaysia. It was based on workers’ complaints of 
suffering back pain symptoms and problems due to performing MMH activities. Company X is involved in metallurgy 
industry which produces sintered metal parts. Powder metal is the raw material for used for manufacturing the sintered 
metal parts. The powder metal will undergo a few processes to produce sintered automotive part. The processes involved 
are compacting, sintering, sizing, cutting, treatment, a magnetic crack detector (MCD), sorting, packing and quality check. 
This study focuses only one section which is a Magnetic Crack Detector (MCD) Process. There are 11 MMH workers working 
at MCD section. The manufacturing processes involved in manufacturing the sintered metal parts are magnetized, 
inspection under UV light and demagnetized. The majority of the processes involved manual handling of heavy poly-box, 
lifting, repetitive motion, twisting, lowering and reaching. The three methods used to identify Work-related 
Musculoskeletal Disorders (WMSDs) among the MMH workers were MNQ, observation on their working posture using the 
Rapid Entire Body Assessment (REBA) and NIOSH Lifting equation. 

2.1. Modified Nordic Questionnaires (MNQ) 

MNQ can be used to assessed body parts with WMSDs problem were distributed to the 11 MMH workers in the MCD 
section. This was done in order to obtain information on their perceptions and level of discomfort they had experienced. To 
identify the musculoskeletal symptom among MMH workers at MCD section, MNQ was used (Kuorinka et al. 1987). The 
main purpose of this MNQ is to identify the prevalence of musculoskeletal symptoms among MCD section MMH workers. 
MMH workers were guided on how to answer all the MNQ questions correctly. This MNQ is comprised of a diagram that 
showed nine body parts: neck, shoulder, upper back, lower back, elbow, hand, thigh, knee and leg as shown in Figure 1. The 
main purpose is to assist the 11 MMH workers identifying the correct body parts when answering the questions. The 
numeric scale used ranging from 1 (not painful) until 10 (very painful) can be used to determine the level of WMSDs 
experienced by the workers.  

 

Figure 1: Nine Body Parts According to MNQ  
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2.2. Rapid Entire Body Assessment 

Eleven MMH workers took part in the observation working posture while performing MMH activities using the Rapid Entire 
Body Assessment (REBA). The main purpose of this working posture assessment is to associate risk of musculoskeletal injury 
from the working posture practiced. REBA can be used to identify, assess and evaluate the entire body segments for Work-
related Musculoskeletal Disorders (WMSDs) to entire body segments that include the following body parts: neck, shoulder, 
upper back, lower back, elbow, hand, thigh, knee, legs, trunk, arms, and wrist. Having done that, overall scores for all body 
parts were calculated using REBA worksheet and every posture has its scores that need to be assigned. Additional scores for 
muscles and force also were also calculated to get the final REBA score. The final REBA score will indicate the level 
musculoskeletal injury risk faced by the MMH workers. 

2.3. Observation 

During the observation MMH workers were asked to perform their usual activities, it was captured and recorded by using a 
video camera. This was done for the purpose to properly check and evaluate their daily working postures and to avoid any 
assessment mistakes that give a false or wrong result. All photos and videos recorded during the observation were utilized 
to identify ergonomic working postures of the MMH workers while performing their daily MMH tasks. 

2.4. NIOSH Lifting Equation  

The NIOSH Lifting Equation (Water et al. 1993) is a method to assess risk of low-back disorder with repeated lifting. The 
value of Recommended Weight Limit (RWL) and the Lifting Index (LI) need to be identified according to the following 
formula.  

 

 

where: 

LC    : Load Constant (23 kg) 

HM : Horizontal Multiplier Factor 

VM : Vertical Multiplier Factor 

DM : Distance Multiplier Factor 

AM : Asymetric Multiplier factor 

FM : Frequency multiplier Factor 

CM : Coupling Multiplier Factor 

 

 

where: 

LI     : Lifting Index 

L      : Actual load weight 

RWL: Recommended Weight Limit 

3. RESULTS AND DISCUSSIONS 

3.1. Modified Nordic Questionnaire (MNQ) Results  

Based on the MNQ given to MMH workers, it was found many of them had experienced serious pain; 63.6% at the 
shoulders, 54.5% at the upper back, and 45.4% at the lower back areas. The least pain they suffered is at the knee with only 
9.1% of MMH workers. Four out of 11 MMH workers have taken medical leave due to the shoulder and back pain in the last 
of 12 months. This is due to their routine work activity performing MMH of the heavy poly box. The activity involves lifting, 
lowering, reaching, twisting and repetitive. The percentage of MMH workers that experience musculoskeletal discomfort at 
the nine body parts according to the MNQ is shown in Figure 2.  

 

 

RWL = LC x HM xVM x DM x AM x FM 

x CM 

 

LI = L/RWL 
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Figure 2: Musculoskeletal discomfort at 9 body parts according to MNQ  

 

3.2. REBA Score 

REBA score as tabulated in Table 1 and Figure 3 are expressed on a scale of 1 to 15. The five categories of scoring used in 
REBA are from negligible risk until very high risk. Score 1 is categorized as a negligible risk. Score 2 and 3 is categorized as 
low risk, which may require changes. Score 4 to 7 falls under medium risk, where further investigation and necessary 
changes are required. While, score 8 to 10 falls into a high risk category, which required further investigation and 
implementation changes to reduce risk. Score 11 to 15 is considered very high risk and needs to carry out further 
investigation and implement changes immediately. The three types of postural movements that have REBA score of 9 are 
twisting, lowering and lifting are considered as high risk. Meanwhile, both repetitive and reaching postural movements 
have REBA score of 6 and 5 respectively are considered as a medium risk. Figure 4 show the five most common tasks and 
postures practiced by the MMH workers in MCD section at Company X.  

Table 1: Risk Levels of Ergonomic Injury Corresponding to REBA Scores and Indication 

Posture REBA Score Risk Level (REBA) Action 

 Repetitive 6 Medium Further investigate. Change soon. 

  Lowering 9 High Investigate and implement change. 
  Twisting 9 High Investigate and implement change. 
  Reaching 5 Medium Further investigate. Change soon. 
  Lifting 9 High Investigate and implement change. 

Figure 3:  REBA Score 
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Figure 4:  Workers’ MMH tasks  

Repetitive Hand Movement 

Twisting 

Lowering  

Reaching 

Lifting  

 

 

Based on the REBA assessments carried out in Company X, repetitive hand movement falls under medium risk score, which 
need to take further action and changes in the work posture. Repetitive movements involving the same joints and muscle 
over and over again when doing the same motion can become hazardous thus increasing the risk of WMSD. Muscles fatigue 
and joints tiredness due to repetitive works indicate the need to change the work pattern. If no further action was taken, it 
will cause more pain and inflammation to the muscles and joint such as tendinitis, tenosynovitis and Carpal Tunnel 
Syndrome (CTS). 

REBA result for reaching was classified as medium risk, which means need further investigation and change soon. Compared 
to the five MMH activities, reaching is the lowest risk to musculoskeletal disorder. This is due to the work activity is very 
mild. The worker need to stand for certain period of time and to reach and collect the part, which is located just in front of 
the MMH worker. There is no twisting or take far object. The worker need to move his hand forward to collect and place 
the part. The weight of the part is less than 2 kg. Introducing frequent rest time a few minutes every hour can reduce the 
risk of musculoskeletal disorder.  

One of the step to prevent this problem is to limit the time duration by the worker doing the same motion and tasks over 
and over again. When analyzing specific job for solving ergonomic problems, a few factors such as the weight of object 
being handle, body position, repetition of certain movement and how worker grip the objects must be taken into 
considerations. Engineering controls like workstation design, working method, tool and handle design can also be used 
control this problem. At the same time, the worker should always practice proper working technique, employee 
conditioning, inspection, feedback and equipment maintenance. In term of administrative control, should reduce the 
duration, frequency, and severity of exposures to the ergonomic hazard. For example, reducing the number of repetition 
per hour or provide short rest period to relieve fatigue.  

For lowering task movement, after conducting the observation and scoring using REBA, it was classified as high risk. This 
type of posture or task movement needs to be investigated and implement the required change. Due to forward 
movement, shoulders, upper and lower back positions are the highest frequency of movements performed by the MMH 
workers. Workspace design and task requirement are the contributing factors that can lead to good working posture (Zein 
et al. 2015). At present, the majority of the industrial workplace is poorly designed, and workers needs to adapt with the 
workspace design to complete the task given. In this study, the lowering posture need the MMH employee to handle a load 
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of more than 15 kg. Thus, one of the recommendation is to reduce the load that MMH employee needs to lower. Company 
X, management need to provide training and education to MMH workers on ergonomics posture, when performing lifting 
and lowering tasks. This would create awareness towards the importance of ergonomics risk factors at the workplace and 
its association with MMH employee safety and health. 

Based on the REBA result, lifting activity score is 9. It can be classified as high risk and Company X, management need to 
conduct a proper investigation and implement the recommended changes to improve their workplace design and to reduce 
the ergonomic risk factor.  

3.3. NIOSH Lifting Equation 

The highest frequency and severity is lifting and lowering. Lifting and lowering activities involving a load of 11 to 15 kg per 
polybox. Based on the NIOSH Lifting Equation, the calculated value of Recommended Weight Limit (RWL) is 15.82 kg, which 
indicates that the load lifted is acceptable. According to NIOSH Lifiting Equation, if Lifting Index (LI) value is more than 1.0, 
then the workstation and task should be redesigned. In this case, the calculated Lifting Index (LI) value is 0.73 (i.e. less than 
1.0), therefore; there is no need to redesign the workstation, lifting and lowering tasks. However, MMH workers may still 
suffer from backpain and shoulder pain because they have to manually carry on  average 40 - 60 polybox per day and using 
improper lifting posture.  

4. RECOMMENDATIONS 

4.1. Administrative Improvements 

Observe how different MMH workers perform the same tasks to get ideas for improving work practices or organizing the 
work. Administrative improvements that can be carried out, such as: job rotation, can help reduce MMH workers’ 
exposures to risk factors by limiting the amount of time workers spend on “problem jobs”. Atishey et al. (2013) have 
recommended to implement the following adminstrative improvement activities: 

a. Alternate heavy tasks with light tasks.  

b. Provide variety in jobs to eliminate or reduce repetition (i.e. overuse of the same muscle groups). 

c. Adjust work schedules, work pace, or work practices.  

d. Provide recovery time (e.g. short rest breaks). 

e. Rotate workers through jobs that use different muscles, body parts, or postures. 

4.2. Training  

Training and education are an effective way of increasing awareness on ergonomics issues (Tayyari & Smith, 1997). In that 
case, organization need to provide training to workers especially about safety and health matters to ensure that particularly 
sensitive groups of workers are protected against any dangers which specifically affect them including in relation to the 
manual handling of loads. The manual handling training needs to be specific to the tasks involved. It should aim to ensure 
that the employee understands the reasons for doing the job with least risk, can recognize the risks and decide the best 
way to control the risk and can perform the task in that way. The instructor should ensure that all participants understand 
and can apply good handling techniques. Manual handling skills and the review of the findings of the risk assessment 
process should be an integral part of the training programme. 

In this case, employers need to engage external competent trainers. Suitable trainers must have knowledge, skill and 
experience in the subject, have the ability to communicate effectively, are able to give practical demonstrations and have 
appropriate teaching materials. Besides that, refresher training is also important and will be conducted at intervals not 
more than every three years and when there is any major change in the work involved or equipment used or when an 
employee is transferred to another activity requiring different loads to be handled.  

4.3. Reduce Weight of Load 

Reduce the load weight especially if the same operation is repeated many times. As a rough guide, reduce the weights by 
30% if the operation is repeated once or twice a minute, by 50% if it is repeated 5 - 8 times a minute, and by 80% when it is 
repeated more than 12 times a minute. Also, practice team lifting as a temporary measure until a more permanent 
improvement can be found. If possible, try to find a co-worker of similar height to help with the lift. Team lifting actually can 
reduce the load in half. 

REBA result for twisting posture is 9 which is classified as high risk. Management need conduct an investigation and 
implement new changes in the workplace design or procedures in order to reduce the ergonomic risk factor. Twisting could 
cause back injury. Based on the video recording, MMH workers did a repetitive range action of twisting while moving the 
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load to the side. Although the weight load is less than 5kg, the repetitive motion could cause serious damage to the back 
tissue. One of the recommendation is to change the working techniques. The Company X management need to provide 
training on the proper MMH techniques of working to avoid twisting by turning the whole body while transferring the load. 
In addition, workspace design need to be taken into account by ensuring there is enough spaces for workers to turn around 
when moving the load to avoid twisting.          

4.4. Stretching and Exercise Programs 

In addition, it is recommended that the MMH workers perform daily body stretching exercises to prevent from them from 
stiffness and can relax their muscle. This is in-line with Choi & Woletz (2010) findings that musculoskeletal disorders or 
injury can be prevented by stretching and exercise programs in different occupations. 

5. CONCLUSION 

Results obtained from the Modified Nordic Questionnaire (MNQ) showed 63.6% of the MMH workers had experienced  
serious pain at the shoulders, 54.5% at the upper back, and 45.4% at the lower back areas. In the last 12 months, 36% of 
MMH workers have taken medical leave due to the shoulder and back pain problem. Twisting, lowering and lifting tasks 
postural movements that have REBA score of 9 are considered as high risk. Meanwhile, both repetitive and reaching 
postural movements have REBA score of 6 and 5 respectively, which are considered as medium risk. For administrative 
control, Company X management should reduce the MMH workers exposures to ergonomic hazard, with respect to 
duration, frequency and severity. For example, reducing the number of repetition per hour or provide short rest period to 
relieve fatigue. The pain that the MMH workers felt on their shoulders, upper back and lower back are due to repetitive 
motions such as lifting, lowering heavy polybox, and twisting. In short, the ergonomic risk factors in Magnetic Crack 
Detection section in Company X is high especially that involves lifting, lowering and twisting postures. Company X 
management needs to carry out investigation, implement changes and improvement in their working procedures, 
techniques and workspace design to reduce WMSDs risks.    
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ABSTRACT  
In ergonomics perspective, car seat is defined as one of the main workstation when the driver is performing driving task. The car seat itself 
provides support and space for the driver over the head, at the upper and lower back, at the buttock and also at the thigh. There has been 
abundant research regarding car seat in the past decades. However, in spite of vast studies on this issue, limited studies were found on 
sitting effect to the pressure when adopting different driving position. Hence, this study integrates objective and subjective evaluation to 
predict pressure felt level. Mapping of the pressures distribution was taken to the seat pan. This study is a static field experiment where 
data acquired are in the quantitative form. Findings show that the pressure of the heavier subject is more scattered at the buttock area, 
while the lighter subject has mild stress concentrated under ischium tuberosity.  
 

Keywords: Pressure, car,seat pan, driver, discomfort 
 

 

1. INTRODUCTION 

Prolonged sitting and the near static seated posture while driving imposes the driver to be more restricted and has been 
associated with an increased risk of musculoskeletal disorders (MSDs) such as lower back pain (LBP), neck pain and shoulder 
pain (Andersson 1980; Balasubramanian & Prasad 2007). It was caused by the high pressure due to driver’s body weight, 
which leads to an elevated force on the muscles that are functioning in an anaerobic setting. Due to this compressive force 
at the driver and seat interface, the blood flow will be obstructed through the large vessels to the lower body part. 
Consequently, it leads to oxygen deficiency, which can be expressed as discomfort and fatigue. In the long run, it will turn to 
pain and injury (Yamazaki 1992; Graf, Guggenbiihl, & Krueger 1993; Graf et al. 1995; Wilke et al. 1999; Lueder 2004; Ng, 
Cassar, & Gross 1995; Gross et al. 1994) 

Many studies in the literature focused on seat improvement. For instance, Grandjean (1980), Hubbard & Reynolds (1984), 
Coelho & Dahlman (1999) and Wu, Rakheja& Boileau (1999) focused on seat design parameters and features by considering 
postural angle, design, and materials of the seat. In addition, several studies had combined subjective assessment tools 
such as comfort rating with the pressure distribution data. Past studies showed that there is a good correlation between 
pressure distribution data and seat comfort rating. Ng et al. (1995) had conducted another study with the same approach 
by developing an intelligent seat system based on the pressure data adjustment on the seat. Subjective comfort ratings 
(from 1=very poor to 10=very good) and anthropometric measurements were also carried out in this study when 20 
respondents were required to simulate driving position in a seating buck. Thakurta et al. (1995) have compared subjective 
assessment of short and long driving on the 80-mile highway. Thirty-six respondents have evaluated five small cars by using 
comfort assessment questionnaires and the pressure distribution was mapped before and after driving.  Overall, up to this 
date, limited studies examine the pressure distribution pattern when sitting in a different driving position with 
the complete set of car setup, and its effect on the driver. There were three studies which are closely associated with this 
matter. Andreoni et al. (2002) have recorded the posture and pressure distribution when the subject put his foot on the car 
pedal. However, this study did not have fixed position. In addition, this study did not require the test subjects to drive the 
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car. Therefore, there was no result on the pre and post activity. Porter, Gyi & Tait (2003) conducted a study by asking the 
subject to drive the car. However, there was no specific posture for this study. Na et al. (2005) had carried out the study by 
setting the seat back angle at 115

0
 based on Korean population. However, there was no comparison between different 

posture.  

This paper aims to combine this matter by examining the impact of adopting different fixed driving position based on 
Malaysian population towards driver when sitting on the actual car’s seat pan. Subjective and objective measures 
assessments were used in this study. Basically, this paper contributes to the literature on the impact of pressure 
distribution in three ways. First, this paper document an important relationship between characteristics of the sitter, such 
as weight with pressure distribution. Second, our results support the hypothesis, that there is a good correlation between 
objective and subjective measure by developing the linear model. Third, our results depict the association between 
pressure interface pattern as well as different driving positions and its impact on the driver when sitting on the car seat. The 
paper is organized as follows. Section 2 exhibits methodology of this research work. Section 3 reports and explains the 
empirical findings and analysis of this research. And the final section provides conclusions for this study. 

2. RESEARCH METHODOLOGY 

2.1. Test Subjects 

Twelve female subjects (mean age of 29 years, mean height = 156 cm, mean weight = 54 kg) were assigned from the 
population of staff and students at Universiti Kebangsaan Malaysia (UKM) to take part in this simulator study. Gender 
criteria was focused on female only to reduce variations in the findings, due to male and female have major different in 
body charateristics and driving behavior. Each subject was required to attend one session, either in the morning session 
(from 9 am to 12 pm) or in the evening session (from 2 pm to 5 pm). The inclusion criteria were all respondents held a full 
Malaysia driving license, had at least 3 years of driving experiences and aged between 22 to 35 years. The constriction of 
the age range was proposed to reduce variations in the results due to age since even in normal aging, people present slight 
perceptive variations that have a direct attitude towards driving (Antonson et al. 2014). However, for this study there were 
three cases of data conflict and error during data collection. Therefore, only data from nine subjects had been used for 
further analysis.  

All subjects were allowed to adapt with the car simulator setup and car seat adjustment before starting the experiment. 
The experiment was started after five minutes the subject had been in the driving position to allow them to adapt with the 
seat environment and fabrics. All subjects understood and complied with the oral and written instructions provided by 
researcher for this experiment. Information about the experiment procedure and questionnaires used was included. After 
receiving the complete information on the study, each subject signed an informed consent. However, before starting the 
experiment, the subjects were required to test the simulator in order to ensure they were familiar with the car’s 
component; gears, steering, and acceleration as well as the simulator road condition and landscape. All subjects were 
instructed to drive and obey road rules for 15 minutes for each driving positions. Figure 1 demonstrates the process flow of 
the instruction for the subject. Section 2.2 describes the design of the simulator setup. 

All subjects were allowed to adapt with the car simulator setup and car seat adjustment before starting the experiment. 
The experiment was started after five minutes the subject had been in the driving position to allow them to adapt with the 
seat environment and fabrics. All subjects understood and complied with the oral and written instructions provided by 
researcher for this experiment. Information about the experiment procedure and questionnaires used was included. After 
receiving the complete information on the study, each subject signed an informed consent. However, before starting the 
experiment, the subjects were required to test the simulator in order to ensure they were familiar with the car’s 
component; gears, steering, and acceleration as well as the simulator road condition and landscape. All subjects were 
instructed to drive and obey road rules for 15 minutes for each driving positions. Figure 1 demonstrates the process flow of 
the instruction for the subject. Section 2.2 describes the design of the simulator setup. 
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Figure 1: Experiment Flow for Each Subject 

 

2.2. Simulator Setup 

A simulator was used in this study as displayed in Figure 2. This simulator was located in the Ergonomics Laboratory, 
Department of Mechanical and Materials Engineering, Faculty of Engineering and Built Environment, UKM. This simulator 
design and car seat parameters were quite similar to one of the national compact cars in Malaysia. The simulator consists of 
an adjustable driver’s seat (inclination of the backrest, lower or elevate head rest, forward or backward seat), steering 
wheel, clutch, accelerator and brake pedals, handbrake, and manual gear shift. The screen was arranged in front of the 
driver and has the virtual dashboard on it when using the simulator. 

Figure 2: Simulator Setup 

 

The driving task was reduced to a lane keeping task to induce task monotony: no traffic, driving consisted in following a lane 
(no itinerary involved) with speed in between 50 to 70 kilometres per hour, without having to stop the car (no red traffic 
lights, stops) or having the need for frequent breaking intervals (no T junctions inter-sections or perpendicular turns), or 
having the necessities for gear and lane changings during the driving task (only change gear to gear 5 at the beginning), as 
well as turn signals activation. In addition, driving at the suburban scene was selected for this experiment. The simulated 
driving task was designed with the following requirements: the route was simple so that the drivers could complete the task 
easily, there were few scenery changes, there was no inclination on driving route to reduce outside stimuli, and light 
curvature was chosen so that drivers had to pay attention. However, there are different road characteristics along the 
driving journey. Some road surfaces is quite bumpy and the driver can see this change in the scene when driving. 

2.3. Experiment Design and Procedure 

Two different driving positions with fixed backrest position at 100
0
 were carried out in this study, as depicted in Figure 3(a) 

and (b). This fixed position at the back rest was based on the past study conducted by Daruis (2010), Mohamad et al. (2010) 
and Mohamad et al. (2016). Two different driving position were: i) Posture A: closest distant to car controls and ii) Posture 
B: far distant from car controls, as long as the test subjects could operate the car controls and sat comfortably leaning 
against backrest of the car seat. During recording the pressure distribution, the test subject have to place their hand at 10 

Before experiment: Subjects 
familiarised with the 
simulator setup and 

instructions are given before 
the practise.  

Before experiment: Subject 
fill in the self-assessment 
questionnaire regarding 

Demographic Background 

Before experiment: Subjects 
sit on the car seat according 
to preferable seat position, 

as determined by 
researcher. 

Pre-driving: Pressure distribution 
was recorded by using Tactilus. 

Subject was asked regarding 
Presure Felt Level as required in 

the questionnaire. 

Post-driving: Pressure 
distribution was recorded by 

using Tactilus. Subject was 
asked regarding Presure Felt 

Level as required in the 
questionnaire. 

Repeat for next 
posture 
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and 2 o’clock as shown in Figure 3. In addition, the subject needed to ensure the right leg at the car pedal, while the left leg 
at the car simulator floor, near to clutch pedal. 

Figure 3: Driving posture 

(a) Posture A 

 

(b) Posture B 

 

As mentioned in Section 2.1, each subject was required to drive the simulator for 15 minutes. As mentioned by Porter, Gyi 
& Tait (2003), some seats are considered uncomfortable after approximately 15 minutes. İn addition, Shackel et al. (1969), 
also took 15 minutes as the ultimate time to evaluate the sitting comfort on ten chairs. Therefore, 15 minutes of driving 
task for each driving position should be enough to investigate the driver’s state pattern. This pattern can be seen from 
pressure distribution measurement and pressure felt assessment on pre (before) and post (after) driving activity. Section 
2.4 and 2.5 explained on the pressure distribution measurement and self-assessment questionnaire design. 

2.4.  Pressure Distribution Measurement 

Pressure measure is sensitive to postural changes of varied angulation and has good correlation with subjective comforts, 
by determining the maximum pressure, average pressure ratio and maximum pressure gradient (de Looze, Kuijt-Evers, & 
van Dieën, 2003; Shen & Galer, 2015). In this study, the Tactilus® pressure mapping from Sensor Products Incorporations 
(SPI) was used as shown in Figure 4. The system includes a 22 x 22 sensor pad calibrated 0-5psi with 32 x 32 sensor matrix. 
The interface pressure uses thin and flexible sensor arrays. By scanning the grid and measuring the electrical resistance at 
each grid point, the pressure distribution on the sensor’s surface can be determined. The scanning electronics are packaged 
in a handle assembly that clips onto the sensor’s interface tab and provides the electrical connection to each sensing cell. 
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Figure 4: Tactilus® Pressure Mat 

 

All subjects were requested to wear suitable clothes for driving but without heavy seams, buttons or pockets in order that 
there was minimal effect on the pressure readings. This requirement is necessary to avoid false seat or backrest interface 
pressure readings. These mats were securely attached to the seat using strips of masking tape. Care was exercised to 
ensure that the mats were placed in a consistent location from subject and seat or backrest. Subjects adopted the driving 
positions for this measurement (hands on the steering wheel and looking ahead), held for 30 seconds. Then, the pressure 
distribution measurement of pre and post driving for the car seat was taken about one minute for each position. The mats 
were removed and the occupant was asked to re-enter the seat in order to complete the survey without interference from 
the mats. The reason behind this instruction was, subjects faced difficulty in rating the appearance of the seat if they were 
sitting on it. 

2.5. Design of Self-Assessment Questionnaire 

The first section required the subject to provide the information regarding age, gender, height, weight and driving 
experience. Next section required the test subject to identify the perception of pressure felt level based on driving posture. 
In this section, seat part assessment was categorized into two segments, buttock and thigh. This section used the Visual 
Analogue Scale (VAS) for perception of pressure felt. Basically, VAS is referred to 10 cm continuous horizontal line with each 
point have a different definition. In this case, 0 was referred as no pressure felt, and 10 referred to the extreme pressure 
felt. 

2.6. Statistical Analysis 

Data from the experiment was used to predict and estimate the dependent variable (DV) based on independence variable 
(IV) by using the Regression Method. It was used to predict the value of a variable based on the value of another variable. 
The variable to predict is called the DV, while the variable to predict the other variable's value is called the IV or known as 
the predictor variable. In this study, the DV is based on the subjective assessment, while the IV is referred to the objective 
assessment (pressure distribution map measurement).  The highest mean score for each IV had been used to develop the 
model in this section. Only data from pre-driving activity was used because it provides more accuracy, where the subject 
have enough break time in between driving position before conducting the experiment for each task. 

Based on this method, the regression coefficient (K), regression constant (c), multiple correlation coefficients (R), 
coefficients of determination (R

2
) and significance level (p) can be determined. The acceptance or rejection of the null 

hypothesis (Ho) for this study can also be determined based on the newly developed model (Ho: β1=0 and β2=0: β1≠0 and 
β2≠0).  The Ho can be rejected if the p-value is low (p<0.05). As a result, it can estimate the drivers’ condition based on 
these integrated assessment methods. In other words, a predictor that has a low p-value is likely to be a significant 
predictor to the model because changes in the predictor's value are connected to changes in the response variable. The 
linear equation to predict the drivers’ state was demonstrated in Equation (1). 

Y= K1X1  + c  (1) 

Where; 

Y = Drivers’ state based on subjective assessment (DV) 

K = Regression coefficient as the contributor factor towards pressure pattern 

X = Factor that contributes towards pressure pattern (IV) 

c = Regression constant 
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3. FINDINGS AND DISCUSSIONS 

This section describes the findings for the pre-driving task and posts driving task from the seat pan. This section explains the 
seat pan pressure distribution’s findings by focusing on the Body Mass Index (BMI) and percentile group of all subjects.  

3.1 Seat Pan Interface Pressure Between Subjects According to the BMI and Percentile 

Figure 5(a), (b) and (c) illustrate three examples of the pressure distribution for the seat pan from three representatives of 
the underweight subject (BMI=17.1), normal weight subject (BMI=20.8) and overweight subject (BMI=27.3) from the 
Tactilus software and conversion Excel 32 x 32. With regards to the Figure 5 (a) to (c), the pressure of the heavier subject is 
more scattered at the buttock area, while the lighter subject has mild stress concentrated under ischium tuberosity.  

Figure 5: Pressure distribution pattern based on the BMI for the seat pan 

(a) Underweight subject (UW) 

 

 

(b) Normal weight subject (NW) 
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(c) Overweight subject (OW) 

 

 

Table 1 demonstrates the mean pressure of each driving position for all subjects according to the percentile group. The 
percentile value used in this study is primarily referred to past study conducted by Daruis (2010) based on Malaysian 
population. Mean percentile or denoted as the 50th percentile for this case is 1.567 cm (height) and 54 kg (weight). Based 
on Table 1 without considering the percentile group, the buttock part is significantly higher than the thigh part, with the 
mean pressure is in between 1 to 2 psi. Moreover, generally, the group with below 50th percentile produces the highest 
mean pressure for the buttock part. It is because the highest mean pressure was concentrated under ischium tuberosity. As 
a result, the pressure value at the buttock part of this group was significantly higher. Meanwhile, the group with above 50th 
percentile generates the highest mean pressure at the thigh due to a scattered pattern of the pressure distribution. Next 
subsection clarifies the actual pattern based on these findings with the aid of the graph illustration and statistical analysis. 

Table 1: Seat Pan Pressure Distribution According to the Body Size for Posture A and B 

Percentile 

Percentile < 50th Percentile > 50th 

Mean SD Mean SD 

A pre-buttock 2.71 0.74 2.64 0.31 

B pre-buttock 2.20 0.41 1.96 0.11 

A post buttock 3.59 1.06 2.79 0.73 
B post buttock 3.20 0.80 2.47 0.50 
A pre-thigh 0.56 0.54 1.05 0.25 

B pre-thigh 0.94 0.43 1.14 0.40 

A post thigh 0.74 0.52 0.98 0.45 

B post thigh 1.40 0.51 1.40 0.51 

3.2 Relationship Between Pressure Distribution Map And Pressure Felt Level 

As described in Section 2.6, from the subjective and objective assessment for pre-driving activity, the highest pressure value 
was indicated at the buttock part at posture A with the mean pressure score were 6.24 and 2.67 psi from both assessments 
respectively. Therefore, for this part, the DV was the data from the subjective assessment (posture A-buttock pre-activity), 
meanwhile, the IV was the data from the pressure distribution measurement at the buttock part at posture A (pre-activity). 
Before performing the Regression Analysis, the unit of the pressure distribution had been converted to SI unit (from psi to 
kg/cm-2). This action was applied to ensure the standardization of the unit for all variables in the model. 
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Table 2 shows the findings from the Regression Method. This table provides the R, R
2
, Adjusted R

2
, and the Standard Error 

of the Estimate (SEE), which can be used to determine how well a regression model fits the data. R can be considered to be 
one measure of the quality of the prediction of the DV; in this case, the pressure felt by the subject. A value of 0.963 
indicates a good level of prediction. In general, if R value is more than 0.71, it shows that there was a strong correlation 
between variable (Piaw 2006). The R Square column represents the R

2
 value, which is the proportion of variance in the 

dependent variable that can be explained by the IV. Based on Table 5.1, 92.7% explained the variability of the DV. The 
Adjusted R Square is intended to control for overestimates of the population R square resulting from small samples. In this 
case, the Adjusted R Square was 0.916, smaller than R Square. Meanwhile, the SEE is the standard deviation of the 
residuals. As the R Square increases, the SEE will decrease. In this case, the SEE is 0.281. 

Table 2: Summary of the Model for Pressure Distribution and Pressure Felt Level 

Model R R Square Adjusted R Square SEE 

1 0.963 0.927 0.916 0.281 

Table 3 shows the ANOVA table for the pressure model at the buttock. The F-ratio in Table 5.2 indicates whether the overall 
regression model is a good fit for the data. The table shows that the IV statistically significantly predict the DV, F (1, 7) = 
88.254, p < .0005. 

Table 3:  ANOVA Table of the Pressure Distribution and Pressure Felt Perception 

Model Sum of 
Squares 

df Mean Square F Sig. 

1 Regression 6.951 1 6.951 88.254 0.000 
Residual 0.551 7 0.079   

Total 7.502 8    

Table 4 depicts the coefficient table for this model. This table provides the general form of the equation to predict the 
pressure felt by the subject. Unstandardized coefficients indicate how much the DV varies with an IV when all other IV (if 
any) are held constant. According to Table 5.3, the significant level for constant and the IV (pressure distribution at the 
buttock) were less than 0.05. It indicates the possibility to obtain t value for the constant was 2.393, the slope for pressure 
distribution at the buttock was 9.394. Therefore, the H0 would be rejected (H0: β1=0 and β2=0). 

Table 4: Coefficient Table for the Pressure Distribution and Pressure Felt Perception 

Model Unstandardized 
Coefficient 

Standardized 
Coefficient 

t Sig. 

B Std. Error Beta 

1 Constant 1.284 0.536  2.393 0.048 
Pressure distribution 
map at the buttock 

1.860 0.198 
0.963 9.394 0.000 

With regards to Table 4, the equation model to predict the drivers’ state based on pressure felt at the buttock can be used. 
It was indicated in Equation (2): 

Y = 1.86X1 + 1.284  (2) 

Based on the findings, there was a strong evidence that the pressure distribution data at the buttock was a significant 
predictor to estimate the perception on pressure felt at the buttock. It was shown by the standardized coefficient 
magnitude, Beta (β) = 0.963. In addition, as mentioned earlier, pressure distribution data at the buttock explained 92.7% 
from the variance occurred. It was explained at the significance level, α = 0.05 (5%) or at confidence level 95%.  

5. CONCLUSION 

All in all, this study shows that the distribution of pressure over seat pan was slightly influenced by the characteristics of the 
sitter’s body part, in term of the weight and also buttock-knee length as mentioned in the thorough analysis of the seat 
pan. Based on the findings from the seat pan, the pressure of the heavier subject is more scattered at the buttock area, 
while the lighter subject has mild stress concentrated under ischium tuberosity. With regards to driving position,  posture A 
depicted the highest mean pressure at the buttock compared to posture B. In term of driving position, there is a difference 
in all postures at the buttock. Based on the model, a linear regression was run to predict the pressure felt from pressure 
distribution map. This variable statistical significantly predicted the pressure felt, F(1, 7) = 88.254, p < 0.0005, R2 = 0.927. In 
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addition, due to the low value of p (p<0.05), the Ho (Ho: β1=0) was rejected. Hence, the linear model to predict the 
pressure felt at the buttock was: Y = 1.86X1 + 1.284. 
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ABSTRACT 
The prediction of structural reactions to big earthquakes is vital in giving warnings for potential damages early enough to minimize losses of 
life and properties. In the current study we describe buildings by fixed construction and environmental related parameters. Our models are 
based on real data of damaged buildings collected after the occurrence of three big earthquakes in Turkey. We extend our previous work 
to include the soil type for damaged buildings. We employ different techniques, namely neural networks (NN) and support vector machines 
(SVM) to improve the prediction accuracy. The results show that support vector machines, and in particular support vector regression gives 
better results compared to neural networks. Although we only used averages of soil type for each region, we observed that adding soil type 
has improved accuracy of predictions for building damages. It is to be noted that these types of predictions are important to ensure the 
serviceability and safety of existing structures. Our models are vital for the authorities to make fast and reliable decisions and can be also 
used to improve the development of new constructions codes. 
 

 

1. INTRODUCTION 

Since the formation of the earth, earthquakes have occurred in succession in seismically active areas, resulting in the 
disappearance of millions of people and buildings. Turkey lies on one of the world's most active regions in terms of 
earthquakes. Approximately 60,000 people have lost their lives, 125,000 people have been injured and 415,000 buildings 
have been destroyed in earthquakes in our country during the last 60 years, 96% of our country's lands show the 
distribution of the first four earthquake zones and 98% of the total population live in these regions. Because of these 
reasons, we should always be ready to earthquakes and earthquake as an important factor should always be taken into 
account in settlement planning. 

The earthquakes in Turkey located in the Alpine-Himalayan earthquake belt are related to the movement of the African-
Arabian plates to the north-northeast direction due to the spreading of the Atlantic Ocean's back toward the two sides. 
Moreover, the Arabian plate is being pushed to the north and forced to dive under the plate of Eurasia, due to the spread of 
the sea floor which continues today along the long axis of the Red Sea. Due to this strain, there is an intense jamming effect 
in the eastern Anatolian region between the Arabian plate and the Eurasian continent. This compression, which has caused 
major fractures such as the North Anatolian Fault and the Eastern Anatolian Fault, has been going on for millions of years 
and is the main cause of the earthquakes that we are experiencing today. 

The North Anatolian Fault is 1400-1500 km in length. The Anatolian plate between the North Anatolian Fault and the East 
Anatolian Fault moves westward at a speed of 13-27 mm per year and in the westernmost direction it is curved to the left 
to the Crete seduction zone.  

In November 1999, a devastating earthquake of 7.2 magnitude occurred at the epicenter of Düzce. The earthquake 
occurred in the direction of East-West between Akyazı-Bolu Tunnel in the direction of Düzce Fault extending parallel to the 
North Anatolian Fault. In this earthquake, it is understood that the eastern part of the Düzce Fault, which is broken down 
during the August 17, 1999 earthquake, is broken up, mainly in the 30 km segment in the westernmost part. 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.335-340    Arslan, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.608                                         336                                                          PressAcademia Procedia 

 

 

In February 2002, a devastating earthquake (USGS Ms: 6.5) struck Afyon in the south east. The earthquake was strongly felt 
in Konya-Ankara-Eskisehir-Kütahya-Isparta provinces where Sultandağı-Çay-Bolvadin districts of Afyon province were the 
center. 46 people died in the earthquake, 318 people were injured and 622 buildings were seriously damaged. In large 
settlements, the most damage occurred in the Çay district, and the Sultandağı and Bolvadin districts also suffered damage. 
The damage to the rural settlements is concentrated in the villages which are heavily dependent on the provinces of Çay 
and Sultandağı. The surface fracture developed is faded in the alluvial rust, which consists of marsh at the westernmost end. 
At the eastern end, the fracture lengths of the bifurcated surface consist of intermittent particles ranging from a few tens of 
meters to several hundreds of meters and distributed in two main directions. The surface faulting in the Çay district and the 
parts observed to the east of it were observed in metamorphic foundation rocks. In the Maltepe district, the fracture 
developed completely in the Pleistocene and Holocene deposits. In the Sultandağı earthquake, although there were large 
alluvial plains in the fault ceiling block, a few field liquefaction events could be observed. The most prominent example of 
liquefaction was found in the vicinity of the Çay district of the current bed near the industrial site. Numerous and varied 
sizes of this area, similar to the liquefaction cone, have observed cone-shaped morphologic sand and gravel pile. The 
majority of these territories are composed of pebbles and the few are of silt and sandy material. Some of these soil deposits, 
especially salty material, are notable for their mudflows and offer similarity to liquefaction. It has been reported that the 
largest structural damage occurred on sandy and marshy grounds where the groundwater level is high. 

The vibration-based structural damage detection methods are based on correlating model parameters with the physical 
properties of the structure. The time history of the measured natural frequency changes can be analyzed and modeled 
(Friswell and Penny; 1997). Since the natural frequency is a global parameter of the whole structure, these methods can not 
offer detailed information about local damages. Although the success is shown by the vibration-based methods, they are 
found to be very sensitive to the measurement noise and to the environmental parameter more than the structural 
parameters themselves. Housner (1997) has shown that once the data are available for damaged structures, statistical 
based methods and supervised learning approaches are very promising in detecting damages.   
 
These considerations imply the urgent need for early warning systems. They also show that the ability of predicting future 
disasters is of great interest to the society. However, predicting future earthquakes is a very complicated task. New 
methods based on combining shifts in the geomagnetic fields with changes on the ionosphere and shifts of the Earth’s crust 
are found to be very promising (see, e.g., Ruzhin et al. 2014;  Duma, G. and Ruzhin, Y. 2003;  Davis et al. 1980; Rikitake et al. 
1980) 
  
The current work is a continuation of our previous study Fawzy & Arslan (2015), hereafter called paper I. In our previous 
work we tried to predict the reaction of buildings to big earthquakes, we trained a neural network model with real data of 
damaged buildings collected after the occurrence of three big earthquakes Afyon (2002; Mw = 6.0), Bingöl (2003; Mw = 6.4) 
and Düzce (1999; Mw = 7.2). In paper I, we took into account the five basic building parameters, namely, age of the building, 
number of stories, average floor area, and column area. As an extension of our previous work, we add the average soil type 
underneath buildings as an extra parameter. The aim of the current study is three folds; (1) extending our previous data set 
to obtain more statistically reliable results, (2) generating more realistic models by adding the soil type as a parameter, and 
(3) comparing the results from different mathematical approaches to increase the prediction accuracy. It is also important 
to mention that the models are based on real data and not on probabilistic models. 
 

2. METHODOLOGY AND THE PREDICTION MODELS 
 

Different approaches for developing models to predict the degree of damages of buildings may be considered. In this study 
we concentrate on neural networks and support vector machines. One of our main goals is to extend our previous work in 
Fawzy & Arslan (2015). In this respect we have added more cases to the data set resulting in a total of 58 instances. For a 
more detailed description of the data set we refer the reader to Fawzy & Arslan (2015).  In this study we also added soil 
type as a parameter, thus increasing the number of parameters.  

2.1. Input Parameters 

Although there are many factors which affect the degree of damage for buildings we have considered the following basic 
input parameters in this study:  

3. intensity of earthquake,  
4. Building type (only reinforced concrete) 
5. number of floors,  
6. building age,  
7. average area,  
8. total column area, and 
9. soil type.  
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By using basic data analysis it can be seen that there is a high correlation between the two input parameters “average area” 
and “column area” (see Fig. 1). Therefore, we decided to exclude “column area” and to include the ratio of average area / 
column area as a new parameter, which is denoted as “column index”. In this study we also added soil type to our analysis. 
It is known that soil conditions affect amplitude, frequency and duration of the ground movements (Bol 2012). On the other 
hand, it is important to mention here that the exact determination of soil type is a difficult task. It may vary drastically even 
between sub regions of a particular study area. Therefore we decided to use an average soil type indicator for each of the 
three earthquake regions considered in the current study. The following ordinal variable was used to indicate average soil 
conditions in the considered regions. 

1. Very hard 

2. Solid 

3. Moderately Solid 

4. Loose Ground 

 

Figure 1: Scatter Plot for COL_Area and Avg_Area 

 

2.2 Damage Classification 

The calssification of damages we employ for the current study is based on study by Grünthal (1998). Damge levels are 
divided into the following 5 different categories:   

Grade 1: Negligible to slight damage (no structural damage, slight non-structural damage) 

Grade 2: Moderate damage (slight structural damage, moderate non-structural damage) 

Grade 3: Substantial to heavy damage (moderate structural damage, heavy non-structural damage) 

Grade 4: Very heavy damage (heavy structural damage, very heavy non-structural damage) 

Grade 5: Destruction (very heavy structural damage) 

2.3 Neural Networks (NN) 

Neural networks learn by training approach similar to their biological counterparts. Although there are different types of 
learning methods, we concentrate here on the supervised feedforward learning techniques. It should be noted that with 
enough number of data points used for training of the network and several training cycles an optimum set of weights can 
be found. The performance function is then computed based on the error between predicted values and the actual cases. 
For more detailed explanation and information about neural networks the reader is referred to Hornik (1991) and Haykin 
(1999), among many other references. 
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2.4 Support Vector Machine (SVM) 

Support vector machines (SVM) are one of the state of the art learning algorithms preferred by many researchers in recent 
years. Classically developed for two-class classification problems and based on the idea of maximum margin classification, 
they have been extended to more than two-class problems and generalized in various ways. SVMs exploit the idea of 
mapping the input space into a higher dimensional reproducing kernel Hilbert space in order to obtain a separable space in 
the new space. Therefore, they are also referred to as kernel machines. SVMs were developed in the framework of 
statistical learning theory, which was mainly developed by Vapnik and Chervonenkis (1964, 1974, 1998).  

The basic idea of SVMs for classification can also be used for regression. The first step, in general, is to map the input 

variables into a feature space by a particular map . From a given training set of examples N are selected as support vectors. 

For any given examples x and x’ in the input space the map  produces an inner product, which is denoted by K(x, x’) = <(x), 

(x’)>. The output of the SVM is then obtained as iK(x, xi) + w0. For more information on support vector regression the 
reader is referred to Smola and Schölkopf (2004). 

 

 

 

 

 

 

 

 

 

 

 

 

3. Results and Discussion 

In this study we used a data set consisting of 58 training examples representing data of damaged buildings for three major 
earthquakes in Afyon, Bingöl and Düzce.  
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Figure 2: SVM with n Inputs and N Support Vectors 
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Figure 3 shows the feedforward neural network that we obtained for the earthquake data using Encog software (Heaton, 
2015). After trying several two layer models such as five neurons in the first layer and three neurons in the second layer we 
used the best two layer model structure that we obtained, which is shown in Figure 3. This model has two hidden layers 
with four and three neurons in the first and second hidden layer, respectively. We note that the training of the neural 
network takes more time and also gives a training error rate of about 5.75%. The validation chart for this model is given in 
Figure 4.  

Figure 4: Validation Graph for Neural Network Model 

 

 

The results show that support vector machines, and in particular support vector regression gives better results compared to 
neural networks. Although we only used averages of soil type for each region, we observed that adding soil type has 
improved accuracy of predictions for building damages. Figure 5 shows the results of a support vector regression model 
implemented in the Encog software (Heaton, 2015). The training error rate for this model is less than 1%. We note also that 
we used the following input parameters in both models: intensity, number of floors, building age, average area, column 
index and soil type. It can be seen from Figures 4 and 5 that support vector regression clearly gives better results in terms of 
accuracy. In addition, it should be noted that the support vector regression model should be preferred because there is no 
need to determine an appropriate network structure. Only an appropriate kernel has to be determined. In this study we 
used radial basis functions for the kernel type.  
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Figure 3: Neural Network Model with 2 Hidden Layers 
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Figure 5: Validation Graph for Support Vector Regression 
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ABSTRACT  
Solar energy technologies are mainly composed of photovoltaics and concentrated solar power (solar thermal) technologies. Photovoltaic 
technology converts sunlight into electricity directly whereas solar thermal technology utilizes its heat. Innovative solar energy 
technologies appear in the market relatively more often than other energy technologies. Selection among these innovative solar energy 
technologies is a multi-criteria decision making problem under uncertain environment conditions. Intuitionistic fuzzy sets provide an 
efficient way of capturing uncertainty by processing both membership and non-membership degrees in a set, whose sum of these degrees 
is not necessarily equal to one. In this paper, we use an interval-valued intuitionistic fuzzy AHP method for the multi-criteria evaluation of 
some innovative solar energy technologies. An application of solar energy technology selection is also presented through the proposed 
method. 
 

Keywords: Solar energy, innovative technology, fuzzy, intuitionistic fuzzy  
 
 

 

 

1. INTRODUCTION  

There is an increasing emphasis on renewable sources of energy. Among these renewable energy sources, solar energy is 
becoming more and more important every day. With the recent developments, it has become one of the main contributors 
to the total renewable energy installed capacity. Yet, this capacity is still limited when it is compared to the other sources 
such as fuel or gas. Selecting the appropriate technology can increase the capacity of solar energy.  

Solar energy technology selection is a mult-icriteria decision making problem that includes both tangible and intangible 
criteria which necessities usage of linguistic evaluations. The technology evaluation process contains ambiguity, vagueness 
and subjectivity in the human judgments. 

An intuitionistic fuzzy set has three functions to define it: membership, non-membership, and hesitancy functions. 
Atanassov and Gargov (1989) proposed interval-valued intuitionistic fuzzy sets (IVIF) where both membership and non-
membership functions are defined as intervals. These sets are considered as a generalization of both interval valued fuzzy 
sets and intuitionistic fuzzy sets.  

In this paper, the steps of interval valued intuitionistic fuzzy AHP method will be given and then it is applied to the 
technology selection for solar energy. In the literature, difficulty of development, operational efficiency of system, difficulty 
of capacity expansion, supply stability, possibility of replacing oil energy, popularity of use, impact on related industries, 
pollution impact, scenic impact, development cost, duration of construction, production cost, size of the technology, and 
annual production are among the most used criteria for the evaluation of solar energy technologies. We make a multi 
criteria selection among several solar energy technology alternatives under fuzziness. 

mailto:cevikse@itu.edu.tr
mailto:oztaysib@itu.edu.tr
mailto:kahramanc@itu.edu.tr
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2. LITERATURE REVIEW  

The solar power technologies have been developed since 19th century. In 1839, French scientist Edmond Becquerel 
discovered the potential of photovoltaic effect, which later became the main technique for harnessing solar power (U.S. 
Department of Energy Energy Efficiency and Renewable Energy). In 1954, first silicon photovoltaic cell has been developed 
and produced with the efficiency of 4%. Later in 1958 PV panels became the main source of energy for space applications 
globally. In 1983 worldwide sales of PV cells reached record levels with $250 Million annually. In 1999, cumulative installed 
capacity of solar power reached 1GW (U.S. Department of Energy Energy Efficiency and Renewable Energy). Total installed 
capacity of solar energy reached 177GW of photovoltaics and 4.4GW of concentrated solar power systems (Renewable 
Energy Policy Network for the 21st Century, 2015). 

Although solar energy have a long history, in the recent years there is a significant both the generated solar energy capacity 
and the academic interest on the solar energy. It is possible to understand the year-on-year change for solar energy from 
the academic databases. A search using the key phrase “Solar Energy” in the “title”, “abstract” or “keywords” has been 
conducted on 18

th
 of April, 2017 on Scopus database. The results are given in Figure 1. 

There are mainly two leading Technologies in solar energy, namely, photovoltaic (PV) and concentrated solar power plants 
(CSP). 

Figure 1. Solar Energy Publications 

 

2.1. Photovoltaic Systems 

Photovoltaic panels are working under a principle of creating a negative charge on a special material (i.e. silicon, Si) with the 
help of radiance from a sun which results in a voltage which then converted to current of electricity. Efficiency of 
photovoltaic panels are calculated as a ratio of power output from the cell with the total amount of solar radiance captured 
on the surface of specified area (Arvizu, et al., 2011). 

Important characteristic specifications of a photovoltaic solar panel are the material it has been manufactured and the 
design of the device. According to Direct Solar Energy report, in 2009, 80% of the photovoltaic panels in the market were 
made with CdTe and Thin Film Si while the rest is made with organic absorber materials (Arvizu, et al., 2011). 

Phovoltaic systems are consiting of a PV module and balance of system (BOP) components such as; inverter, storage 
devices, charge controllers etc. It is possible to classify photovoltaic applications depending on their connection to the grid. 
Additionally consumer related PV applications are also possible but in much smaller scale (Arvizu, et al., 2011). 

2.2. Concentrating Solar Power Systems (CSP) 

Concentrating solar power systems create a high beam of sun light to heat a liquid, gas or solid which later being used in 
thermal electricity generation. Most of the current electricity generation techniques involve heating or burning materials at 
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some point such as gas, nuclear, biomass or oil. This shows that further improvements in the technology of gas and steam 
turbines will contribute to creating more viable CSP systems (Arvizu, et al., 2011). 

Solar collectors are at the heart of any solar power system and it is possible to categorize collectors into two categories; 
stationary (non-concentrating) and sun-tracking (concentrating) collectors. As the name implies CSP systems are built upon 
sun-tracking and concentrating solar collectors. These types of collectors are technologically advanced yet costly when 
compared to its stationary counterparts as a result offers wide array of advantages such as; higher operating temperature 
and efficiency. Optical instruments are widely used to provide highly concentrated solar beams to receivers which also adds 
to the overall cost of the CSP system (Barlev, Vidu, & Stroeve, 2011). Figure 2 shows the criteria used for solar energy 
technology selection. 

 

Figure 2: Solar Energy Technology Selection Hierarchy 

Reliability covers the issues such as warranty coverage, track record, suitability for environmental conditions such as 
resistance to extreme weather conditions (Cevik Onar et al., 2015).  Performance criterion shows the total energy 
generation capacity. Cost criterion covers both initial investment costs an operating expenses. The maintanence is the 
necessity of maintenance activities.  

3. DATA AND METHODOLOGY  

3.1. Interval Valued Intuitionistic Fuzzy Sets 

An interval-valued intuitionistic fuzzy set in Ã over X is defined as follows (Atanassov, 1986): 

Ã = {< x, μÃ(x), vÃ(x)>|x ϵ X},         (1) 

where 

 μÃ → D ⊆ [0,1], vÃ(x) → D ⊆ [0,1] 

with the condition 0 ≤ supμÃ(x) + supvÃ(x) ≤ 1, ∀x ∈ X. 

The intervals μÃ(x) and vÃ(x) denote the membership and non-membership functions of the element x to the set Ã, 

respectively. Interval-valued Intiutionistic fuzzy set Ã is denoted by 

Ã = {< x, [μÃ
−(x), μÃ

+(x)], [υÃ
−(x), υÃ

+(x)]>|x ∈ X},                      (2) 

SOLAR ENERGY 
TECHNOLOGY 

SELECTION   

Reliability Performance Cost Maintanence 

PV2 

(CPV) 

CSP2 
(linear consentration 

system) 

PV1 

(Flat) 

CSP1 

(Power tower) 
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where 

0 ≤ μÃ
+(x) + υÃ

+(x) ≤ 1, μÃ
−(x) ≥ 0, υÃ

−(x) ≥ 0.  

Eq. (3) defines the hesitancy degree of an interval-valued intuitionistic fuzzy set of x ∈ X in Ã . 

πÃ(x) = 1 − μÃ(x) − vÃ(x) = ([1 − μÃ
+(x) − υÃ

+(x)], 1 − μÃ
−(x) − υÃ

−(x))    (3) 

For convenience, let μÃ(x) = [μÃ
−(x), μÃ

+(x)] = [μÃ
−, μÃ

+], vÃ(x) = [υÃ
−(x), υÃ

+(x)] = [υÃ
−, υÃ

+], so Ã = ([μÃ
−, μÃ

+], [υÃ
−,

υÃ
+]).  

Some arithmetic operations with interval-valued intuitionistic fuzzy numbers and λ ≥ 0 are given in the following. Let 

Ã = ([μÃ
−, μÃ

+], [vÃ
−, vÃ

+]) and B̃ = ([μB̃
−, μB̃

+], [vB̃
−, vB̃

+]) be two interval-valued intuitionistic fuzzy numbers. Then, 

Ã ⊕ B̃ = ([μÃ
− + μB̃

− − μÃ
−μB̃

−, μÃ
+ + μB̃

+ − μÃ
+μB̃

+], [vÃ
−vB̃

−, vÃ
+vB̃

+])     (4) 

Ã ⊗ B̃ = ([μÃ
−μ2

−, μÃ
+μ2

+], [vÃ
− + v2

− − vÃ
−v2

−, vÃ
+ + v2

+ − vÃ
+v2

+])     (5) 

3.2. Interval Valued Intuitionistic Fuzzy AHP Method  

The proposed interval valued intuitionistic fuzzy AHP method is given in the following (modified from Wu et al., 2013). 

Firsts step is constructing the fuzzy preference relation matrix composed of linguistic terms assigned from Table 2 for the 
pairwise comparisons of criteria by each expert. 

Table 2: Linguistic Scale and Its Corresponding IVIFS 

Linguistic Terms Membership & Non-membership 
values 

Absolutely Low (AL) ([0.10, 0.25],[0.65, 0.75]) 

Very Low (VL) ([0.15, 0.30],[0.60, 0.70]) 

Low (L) ([0.20, 0.35],[0.55, 0.65]) 

Medium Low (ML) ([0.25, 0.40],[0.50, 0.60]) 

Equal (E) ([0.50, 0.50],[0.50, 0.50]) 

Medium High (MH) ([0.50, 0.60],[0.25, 0.40]) 

High (H) ([0.55, 0.65],[0.20, 0.35]) 

Very High (VH) ([0.60, 0.70],[0.15, 0.30]) 

Absolutely High (AH) ([0.65, 0.75],[0.10, 0.25]) 

Second step is converting the interval-valued intuitionistic fuzzy preference relation matrix on criteria for each expert. 

�̃�𝑘 = [

�̃�11
(𝑘)

⋯ �̃�1𝑝
(𝑘)

⋮ ⋱ ⋮

�̃�𝑝1
(𝑘)

⋯ �̃�𝑝𝑝
(𝑘)

], k=1, 2, …, m       (6) 

where m is the number of experts.  

Third step is applying the operation in Eq. (6) to aggregate each row of preference relations. 

Fourth step is calculating the score judgment matrix S̃ = (s̃ij)n×n
 and the interval multiplicative matrix �̃� = (�̃�𝑖𝑗)𝑛×𝑛

. 

The score judgment matrix of  �̃�𝑔 is represented by the matrix                                            

   S̃ = (s̃ij)n×n
= [𝜇gij

− − 𝑣gij

+ , 𝜇gij

+ − 𝑣gij

− ] as follows: 
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                S̃ = [

[𝜇g11

− − 𝑣g11

+ , 𝜇g11

+ − 𝑣g11

− ] ⋯ [𝜇g1n

− − 𝑣g1n

+ , 𝜇g1n

+ − 𝑣g1n

− ]

⋮ ⋱ ⋮
[𝜇gn1

− − 𝑣gn1

+ , 𝜇gn1

+ − 𝑣gn1

− ] ⋯ [𝜇gnn

− − 𝑣gnn

+ , 𝜇gnn

+ − 𝑣gnn

− ]
]                                         (7) 

The interval multiplicative matrix �̃� = (�̃�𝑖𝑗)𝑛×𝑛
= [10

(𝜇gij
− −𝑣gij

+ )
, 10

(𝜇gij
+ −𝑣gij

− )
] is given as follows. 

          �̃� =

[
 
 
 
 [10(𝜇g11

− −𝑣g11
+ ), 10

((𝜇g1n
+ −𝑣1n

− ))
] ⋯ [10

(𝜇g1j
− −𝑣g1j

+ )
, 10

(𝜇g1j
+ −𝑣g1j

− )
]

⋮ ⋱ ⋮

[10(𝜇gn1
− −𝑣gn1

+ ), 10
((𝜇gn1

+ −𝑣n1
− ))

] ⋯ [10(𝜇gnn
− −𝑣gnn

+ ), 10(𝜇gnn
+ −𝑣gnn

− )]
]
 
 
 
 

= [
[�̃�11

− , �̃�11
+ ] ⋯ [�̃�1𝑛

− , �̃�1𝑛
+ ]

⋮ ⋱ ⋮
[�̃�𝑛1

− , �̃�𝑛1
+ ] ⋯ [�̃�𝑛𝑛

− , �̃�𝑛𝑛
+ ]

]                

                 (8) 

Thus, the score judgment matrix S̃ = (s̃ij)n×n
 is converted to the matrix �̃� whose values are between 0 and 10.  

Fifth step is determining the priority vector of the interval multiplicative matrix �̃� = (�̃�𝑖𝑗)𝑛×𝑛
 by calculating the �̃�𝑖 interval 

for each criterion using Eq. (9)  

                                           �̃�𝑖 = [
∑ �̃�𝑖𝑗

−𝑛
𝑗=1

∑ ∑ �̃�𝑖𝑗
+𝑛

𝑗=1
𝑛
𝑖=1

,
∑ �̃�𝑖𝑗

+𝑛
𝑗=1

∑ ∑ �̃�𝑖𝑗
−𝑛

𝑗=1
𝑛
𝑖=1

] = [𝑤𝑖
−, 𝑤𝑖

+], 𝑖 = 1,… , 𝑛                                        (9) 

Sixth step is constructing the possibility degree matrix 𝑃 = (𝑝𝑖𝑗)𝑛×𝑛
by comparing the obtained weights in Step 5. To do 

this, use Eq. (10): 

                                      𝑃(𝑤𝑖 ≥ 𝑤𝑗) = 𝑝𝑖𝑗 =
𝑚𝑖𝑛{𝐿𝑤𝑖

+𝐿𝑤𝑗
,𝑚𝑎𝑥(𝑤𝑖

+−𝑤𝑗
−,0)}

𝐿𝑤𝑖
+𝐿𝑤𝑗

                               (10) 

where 𝐿𝑤𝑖
= 𝑤𝑖

+ − 𝑤𝑖
− and 𝐿𝑤𝑗

= 𝑤𝑗
+ − 𝑤𝑗

− and 𝑝𝑖𝑗 ≥ 0, 𝑝𝑖𝑗 + 𝑝𝑗𝑖 = 1, 𝑝𝑖𝑖 = 1/2. 

Seventh step is prioritizing the 𝑃 = (𝑝𝑖𝑗)𝑛×𝑛
 by Eq. (11): 

                                                              𝑤𝑖 =
1

𝑛
[∑ 𝑝𝑖𝑗 +

𝑛

2
− 1𝑛

𝑗=1 ]                      (11) 

Eighth step is normalizing the weights vector obtained in Step 7 and obtain the normalized weights 𝑤𝑖
𝑇  of the alternatives, 

as given by Eq. (12): 

  𝑤𝑖
𝑇 =

𝑤𝑖

∑ 𝑤𝑖
𝑛
𝑖=1

                        (12) 

Ninth step is obtaining the compromised decision matrix from experts, composed of alternatives performances with respect 
to criteria utilizing Table 2. 

�̃�𝑘 = [

�̃�11 ⋯ �̃�1𝑝

⋮ ⋱ ⋮
�̃�𝑝1 ⋯ �̃�𝑝𝑝

]               (13) 

Then, generate the weighted decision matrix (P) by using the weights of criteria obtained in Step 8. 

�̃� = �̃�𝑘 ×  𝑤𝑐              (14) 

Obtain the total scores by summing the values in each row and select the alternative with the defuzzified largest score.  

Last step is applying sensitivity analyses to check the robustness of the decision against the small changes in the values of 
problem parameters. 

4. FINDINGS AND DISCUSSIONS 

The proposed R&D strategy selection model has been applied to solar energy technology selection in Turkey. The planned 
capacity of the energy generation facility is three megawatts and the land is located in the central Anatolia. There are four 
solar energy technology alternatives. Two of them are CSP systems. First CSP system is a power tower system and the 
second CSP system is a linear concentration system. Similarly, two types of photo voltatic (PV) system is under 
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considiration. The first PV system is the classical flat-plate system wheras the second PV system is a concentrator 
photovoltaics (CPV) where lenses and mirrors are used to focus sunlight. 

Three experts in the company have individually evaluated the main criteria with respect to the goal, which is to select the 
best solar energy strategy. These evaluation matrices are given in Table 3. 

Table 3: Evaluation Matrices for the Main Criteria 

Criteria Reliability Performance Cost Maintenance 

Reliability EE MH ML VH 

Performance   EE ML VH 

Cost     EE AH 

Maintenance       EE 

     
Criteria Reliability Performance Cost Maintenance 

Reliability EE MH E H 

Performance   EE MH VH 

Cost     EE VH 

Maintenance       EE 

     
Criteria Reliability Performance Cost Maintenance 

Reliability EE ML ML EE 

Performance   EE ML VH 

Cost     EE AH 

Maintenance       EE 

The evaluations for solar energy technologies with respect to the main criteria are presented in Table 4. 
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Table 4: Evaluations for Solar Energy Technologies with Respect to the Main Criteria 

wrt Reliability     
 
                                                          

Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH H VH 

PV2   E MH MH 

CSP1     E MH 

CSP2       E 

     

Criteria PV1 PV2 CSP1 CSP2 

PV1 E E MH MH 

PV2   E MH MH 

CSP1     E E 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E VH H VH 

PV2   E L ML 

CSP1     E H 

CSP2       E 
 

  wrt Performance 

Criteria PV1 PV2 CSP1 CSP2 

PV1 E ML ML ML 

PV2   E ML ML 

CSP1     E MH 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E ML L L 

PV2   E ML ML 

CSP1     E E 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E VL L AL 

PV2   E MH L 

CSP1     E L 

CSP2       E 

 
wrt Cost 

Criteria PV1 PV2 CSP1 CSP2 

PV1 E VH MH AH 

PV2   E L ML 

CSP1     E MH 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH MH VH 

PV2   E E MH 

CSP1     E E 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH VH AH 

PV2   E MH MH 

 
wrt maintenance  

Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH H H 

PV2   E MH MH 

CSP1     E VH 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH MH MH 

PV2   E MH E 

CSP1     E E 

CSP2       E 

     
Criteria PV1 PV2 CSP1 CSP2 

PV1 E MH H H 

PV2   E H E 
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CSP1     E E 

CSP2       E 
 

CSP1     E ML 

CSP2       E 
 

Table 5 summarizes the aggregated TIFN evaluations and the defuzzified weights of the main criteria.  

Table 5: Aggregated TIFN Evaluations and the Defuzzified Weights  

  Reliability Performance Cost Maintenance weight 

Reliability (0.5,0.5,0.5,0.5) (0.43,0.54,0.31,0.46) (0.34,0.44,0.5,0.56) (0.55,0.63,0.25,0.37) 0.266 

Performance (0.34,0.48,0.4,0.52) (0.5,0.5,0.5,0.5) (0.34,0.48,0.4,0.52) (0.6,0.7,0.15,0.3) 0.287 

Cost (0.5,0.57,0.31,0.43) (0.43,0.54,0.31,0.46) (0.5,0.5,0.5,0.5) (0.65,0.73,0.11,0.27) 0.322 

Maintenance (0.3,0.39,0.55,0.61) (0.15,0.3,0.6,0.7) (0.12,0.27,0.63,0.73) (0.5,0.5,0.5,0.5) 0.125 

Cost is the most important criteria whereas maintenance is the least important criteria for the solar energy investment 
decision. Table 6 gives the scores of solar energy technologies with respect to the main criteria. The total score of the 
alternatives are also given in this Table. According to the results, although it shows the lowest performance classical flat-
plate system (PV1) gets the highest score due to its cost advantage.  A decrease in the cost of the other technologies will 
have a significant impact on the solar energy technology selection. 

Table 6: Scores of Solar Energy Technologies with respect to the Criteria 

Main Criteria Alternatives Local score  Global score 
 

  Total Score 

Reliability (0.266) 

PV1 0.347 0.093 
 

PV1 0.294 

PV2 0.240 0.064 
 

PV2 0.242 

CSP1 0.239 0.064 
 

CSP1 0.245 

CSP2 0.174 0.046 
 

CSP2 0.219 

Performance (0.287) 

PV1 0.137 0.039 
   

PV2 0.254 0.073 
   

CSP1 0.289 0.083 
   

CSP2 0.319 0.092 
   

Cost (0.304) 

PV1 0.369 0.119 
   

PV2 0.224 0.072 
   

CSP1 0.227 0.073 
   

CSP2 0.180 0.058 
   

Maintenance (0.125) 

PV1 0.346 0.043 
   

PV2 0.270 0.034 
   

CSP1 0.202 0.025 
   

CSP2 0.181 0.023 
   

 

In order to check the robustness of the model, we conduct a sensitivity analysis based on the performance main criteria.  
Figure 3 illustrates the results of the sensitivity analysis. This shows that increasing the importance of the performance 
criteria changes the results. When the performance becomes very important CSP2 is a better alternative for this area.  
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Figure 3: Sensitivity Analysis with respect to Performance Criteria Weight 

 

5. CONCLUSION  

Innovative solar energy technologies should be evaluated by using a multi-criteria decision making method, which can be 
handle linguistic evaluations under uncertainty. Innovativeness requires new criteria to be used in the evaluation process 
and causes a harder evaluation process because of uncertainty conditions of new technologies. The proposed method can 
consider these uncertainties through intuitionistic fuzzy sets. AHP based IVIF multi-criteria method successfully evaluated 
the solar energy technologies. Consistency of the pairwise comparison matrices and sensitivity of the given decisions have 
been examined. The obtained results are consistent and robust. 

For further research, other extensions of fuzzy sets such as hesitant fuzzy sets, type-2 fuzzy sets, or neutrosophic fuzzy sets 
can be used in the proposed method for comparison purposes. 
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ABSTRACT  
Academic entrepreneurship is defined as entrepreneurial activities engaged by faculty in order to commercialize research results and 
deliver societal and economic benefits. It is closely related to the “Entrepreneurial University” which extends the mission of universities 
beyond teaching and research. Higher education institutions and their affiliated faculty members in sciences and engineering disciplines 
are important actors of innovation ecosystems. This study investigates academic entrepreneurial intentions distinguished by soft level 
intentions (industry collaboration) and hard level intentions (spin-off formation). The data was collected between December 2015, and 
March 2016 from a national online survey of Turkish academics in science and engineering faculties at approximately 90 universities of 
which 402 full responses were gathered. Major methodology included multivariate analysis technique namely as Structural Equation 
Modelling. Within the scope of this study, the constructs of academic entrepreneurship intentions were created and applied 
comprehensively in sciences and engineering disciplines in Turkey for the first time.  
 

Keywords: Academic entrepreneurship, entrepreneurial university, technology transfer, innovation, entrepreneurship 
 
 

 

1. INTRODUCTION  

Academic entrepreneurship is the knowledge phenomenon of the new economy in which scientific excellence is 
transformed into commercialized assets for societal and economic benefits. Economic value created at universities is the 
focus of economic development policies; universities are recognized as the regional engines of innovation and growth 
providing new technologies and business ventures (Laukkanen, 2003). Sciences and engineering disciplines form knowledge 
intensive industries and it requires a closer integration of university and industry with the aim of using specific high 
technology-capital intensive infrastructures and graduate level credentials of human capital from higher education 
institutions. Firms have emerged usually through the licensing option however the new paradigm of entrepreneurial 
universities and entrepreneur academics bring a new dimension to the industry. The emergence of knowledge-intensive 
entrepreneurship is dependent on the active involvement of scientists in this respect (Jain, George, & Maltarich, 2009). 
Many corporations in technology business had their origins as TLO start-ups including Genentech in biotechnology, Cirrus 
Logic in semiconductors, and Lycos in internet search engines representing an important mechanism for technology 
transfer transformed into economic activity (Di Gregorio & Shane, 2003).  

2. LITERATURE REVIEW  

2.1. Definitions of Academic Entrepreneur  

Academic entrepreneur can narrowly be defined as the faculty at a university who creates a new organization and bring his 
or her innovation/invention/solution to market as a commercial opportunity (see Table 1). Spin-off activity at universities in 
the form of business ventures based on academic research (Shane, 2004) is a concept which came out with the systematic 

mailto:ufukozgulgur@outlook.com
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analysis of MIT model by Roberts (1991). Actually “spinoff behavior is a reflection of individial actions and therefore is 
largely due to personality, ability, and willingness of the individual to engage successfully in entrepreneurial 
behavior.”(O'Shea, Allen, O'Gorman, & Roche, 2004, p. 16). Samson and Gurdon (1993) defines academic entrepreneur as a 
lecturer or researcher affiliated with a university while pursuing a role in a start-up venture. 

Table 1: Definitions of Academic Entrepreneur 

Louis et al, 
1989 

where academic entrepreneurship is defined as “the attempt to increase individual or institutional 
profit, influence, or prestige through the development and marketing of research ideas or research 
based products 

Roberts, 1991 the founding of a new company by a researcher who previously worked at a laboratory or academic 
department where the technology originated 

Samsom and 
Gurdon 
(1993) 

an academic whose primary occupation, prior to playing a role in a venture start-up, and possibly 
concurrent with that process, was that of a lecturer or researcher affiliated with a Higher Education 
Institute. 

Radosevich 
(1995) 

inventor–entrepreneurs who are or were laboratory employees and who actively seek to 
commercialize their own inventions,  

surrogate–entrepreneurs who are not the inventors but who acquire rights to the federally–sponsored 
technology. 

Dickson et al, 
1998 

Academic entrepreneur with entrepreneurial aspirations in addition to academic work; the 
entrepreneurial scientist who is full time involved in a business venture dedicating to scientific 
interests, scientific entrepreneurs who are involved in a firm both dedicated to business and scientific 
interests. 

Etzkowitz, 
1998 

the entrepreneurial scientist more broadly as someone with “an entrepreneurial perspective in which 
results are scanned for their commercial as well as intellectual potential” 

Shane, 2004 A new company founded to exploit a piece of intellectual property created in an academic institution 

Murray, 2004 Entrepreneurial activities by academics are complex and can vary in “the range from limited 
interaction, through extensive research collaboration at formal and informal levels, to scientists as 
fully-fledge entrepreneurial founders 

Perkmann 
and Walsh 
(2007) 

Development and commercial exploitation of technologies pursued by academic inventors through a 
company they (partly) own (spin-off companies).  

Jain et al., 
2009 

Any form of technology transfer which has some potential commercial benefit can be defined as 
academic entrepreneurship. 

Gurau et al., 
2012 

 academic manager/entrepreneur mainly responsible for founding/leading the venture and 
day to day management,  

 academic project manager responsible for spesific scientific projects in existing firms and  

 academic scientific advisor of one or more firms, namely as the most senior one relative to 
the previous roles, mainly responsible for scientific advice and mapping opportunities. 

Abreu and 
Grinevich, 
2013 

In addition to previous, Non commercial activities This category includes providing informal advice, 
giving public lectures, organising exhibitions, and publishing books for a general audience. 

Perkmann et 
al, 2013 

a sub-output of “academic engagement” which is wider than commercial exploitation of a spesific 
technology. 
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Dickson and others claimed in 1998 (Gurău, Dana, & Lasch, 2012; Lundqvist & Williams Middleton, 2013) that academic 
entrepreneurs possess three different profiles: academic entrepreneur with entrepreneurial endeavors in addition to 
academic work; the entrepreneurial scientist who is full time involved in a business venture dedicating to scientific 
interests, scientific entrepreneurs who is involved in a firm both dedicated to business and scientific interests. Gurău et al. 
(2012) in their study, identified three main categories of academic entrepreneurship based on the level of involvement in 
managerial and scientific roles; academic manager/entrepreneur mainly responsible for founding/leading the venture and  
day to day management, academic project manager responsible for spesific scientific projects in existing firms and 
academic scientific advisor of one or more firms, namely as the most senior one relative to the previous roles, mainly 
responsible for scientific advice and mapping opportunities. All roles network with scientific and business community. 

Klofsten and Jones-Evans (2000) defined the academic entrepreneurship activities, in addition to teaching and research 
roles of faculty, as following: large scale science projects obtained through public grants or industry support; contracted 
research for external organizations, sales of consulting for scientific or technological expertise; patenting and licensing 
research results to industry; formation of new firms exploiting university research; teaching to non-university based 
individuals and organizations; commercial sales of products developed in the university; provision of testing and calibration 
facilities to non-university based individuals and organizations. This broad definition extends the role of academic 
entrepreneurship to a new level not limited to firm formation. Louis, Blumenthal, Gluck, and Stoto (1989) also defined 
academic entrepreneurship in a similar form: large-scale science obtained through funds, consulting for knowledge, 
soliciting funds from industry, patenting and firm formation. Philpott, Dooley, O'Reilly, and Lupton (2011) defined the forms 
of academic entrepreneurship as following adopting from Jones-Evans and Louis et al.: creation of a technology park, spin-
off formation, patenting and licensing, contract research, industry training courses, consulting, grantsmanship, publishing 
academic results, producing highly qualified graduates in contrast to Samsom and Gurdon (1993) limited definition of taking 
role in a venture start-up.  

The process model of academic entrepreneurship by Wood (2011) argues whether academic entrepreneurship is initiated 
by the efforts of a technology transfer office (TTO), concluding only if the faculty are actively interested in 
commercialization or they have to do so by the policies. Academic entrepreneurship can be traced back to formation of 
research laboratories to obtaining funding for future research in a resource limited environment. Louis et al. (1989) had 
referred to patenting as an interest in commercial applications of research however academic entrepreneurship is not 
necessarily quantifiable and it can occur at many levels (Rasmussen, Moen, & Gulbrandsen, 2006). Knockaert, Foo, Erikson, 
and Cools (2015) referred to academic entrepreneurship in a broader sense including the overall patenting and licensing 
activity and university industry collaboration. Perkmann et al. (2013) defined academic entrepreneurship as a sub-output of 
“academic engagement” which is wider than commercial exploitation of a spesific technology. One can claim that academic 
engagement is correlated with scientific productivity yet it is a question whether engagement is an antecedent of 
commercialization behaviour. 

We can define the “academic entrepreneur” as a faculty at a university who brings his or her innovation/invention/solution 
to market or society as a commercial or non-commercial opportunity. Academic entrepreneurship is one of the channels 
through which scientific knowledge reaches the market. The “Entrepreneurial scientist” discovers the frontiers of 
knowledge and transfer them into commercial gains, societal benefits as well as intangible benefits such as recognition and 
prestige. “Entrepreneurial scientist”

1
 (Etzkowitz, 2013) can be attached to the notion of academic entrepreneurship as the 

potential entrepreneur may engage in wealth creation and prestige seeking behavior while transferring the polyvalent
2
 

knowledge and science into practical and financial business (Etzkowitz, 2013; Etzkowitz & Viale, 2010). 

In broader sense, as Abreu and Grinevich (2013) suggested, academic entrepreneurship should be extended to the overall 
set of activities beyond licensing, patents and spinoffs. However spinouts are more common in life sciences due to the 
nature of product development with the long time horizon of market entry. In social sciences consultancy and contract 
research are more common. They have conceptually framed academic entrepreneurial activities as; formal commercial 
activities including licensing and spinoffs, informal commercial activities beyond patent including consultancy, contract 
research, joint research projects; non-commercial activities providing informal advice, giving public lectures, organizing 
exhibitions, and publishing books for general audience.  

Academic entrepreneurial styles can be adopted according to different degrees of involvement developed by Etzkowitz 
(2013):  

 Direct interest in the formation of a spin-off firm and leading role. 

                                                           
1 “Seeking tangible rewards as well as prestige – weaving knowledge, money and power into a single framework – entrepreneurial 
scientists are creating a new and potent element in the ethos of science.” (Etzkowitz, 2013) 
2 Etzkowitz and Viale (2010) explains polyvalent nature of knowledge being both theoritical and practical, both publishable and patentable 
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 Interest in commercialization of discoveries and supporting role as a member of scientific advisory board. 

 Indirect interest in economic implications of research and handing over the role to technology transfer offices. 

 No interest in firm formation but supporting firm formation for advancement in research. 

2.2 Academic Entrepreneurial Intentions  

With regards to the Theory of Planned Behavior by Ajzen (1991) and Armitage and Conner (2001), the best predictive 
determinant of entrepreneurial activity is the “entrepreneurial intention”. Within the scope of academic entrepreneurship, 
academic entrepreneurial intention can be defined as the intention for getting involved in entrepreneurial activities 
including formal commercial activities, informal commercial activities, and on-commercial activities adressed by Abreu and 
Grinevich (2013) (see Figure 1).  

Figure 1: Academic Entrepreneurship Activities, Adopted from Abreu, M., & Grinevich, V. (2013). The nature of 
academic entrepreneurship in the UK: Widening the focus on entrepreneurial activities.  

 

Research Policy, 42(2), 408-422. doi: 10.1016/j.respol.2012.10.005 

The available measurement constructs for entrepreneurial intentions include Entrepreneurial Decision Scale (Chen, Greene, 
& Crick, 1998),  Entrepreneurial Intentions Scale (Krueger, Reilly, & Carsrud, 2000), Individual Entrepreneurial Intent Scale 
(Thompson, 2009), and Entrepreneurship Intentions Questionnaire (Liñán & Chen, 2009). Although those constructs are 
sufficient for analyzing adults’ and students’ intentions for entrepreneurship, the notion of academic entrepreneurial 
intentions require a narrow focus on specific activities such as intellectual property creation within the context of 
universities. Academic entrepreneurial intentions have been analyzed by Prodan and Drnovsek (2010) previously. However, 
the construct did not again provide the necessary narrow focus to target faculty. The most promising novel contribution 
was provided by the study of Huyghe and Knockaert (2014) (see Table 2). 

Table 2:  Academic Entrepreneurial Intentions 

Huyghe 
and 
Knockaert 
(2014) 

How likely is it that, in the foreseeable future,  

You will engage in the founding of a university spin-off?,  

You will engage in the establishment of a company based upon an idea and/or technology developed at the 
university?, and  

You will participate in the founding of a firm to commercialize your research? 

You will apply for a patent resulting from your 

research at the university?,  
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You will license some of your technological developments to the industry?, and  

You will become the owner of intellectual property rights (patent, copyright, trademark,…)? 

 You will engage in collaborative research with industry? and  

You will engage in contract research or consulting activities with industry? 

 

Aiming to offer a comprehensive measurement construct for academic entrepreneurial intentions within Turkish setting, 
adopted version of Huyghe and Knockaert was used and additionally, the soft side of the academic entrepreneurial 
activities such as publishing, placement of students in the industry, attendance to scientific meetings, and training in the 
industry was included as adressed by De Silva (2012).  

3. DATA AND METHODOLOGY 

As a second generation multi-variate analysis technique, Structural Equation Modelling method was adopted for the 
purpose of this study which relies on theory based testing of a measurement model including multiple variables (Hair, Black, 
Babin, & Anderson, 2010). Exploratory factor analysis results have also been provided in order to assess construct and 
factor reliability.Based on currently available literature, and previous research, it was decided to develop a new construct 
for the purpose of the specific research study based on the scale development principles and steps suggested by Karakoç 
and Dönmez (2014) (Figure 2).   

Figure 2: Principles of Scale Development 

 

Entrepreneurial intent constructs in entrepreneurship studies focus on self-efficacy, entrepreneurial and proactiveness 
abilities of general adults however a more specific construct needs to be designed for targeting academics of whom 
entrepreneurial activity is more different than entrepreneurial trajections of adult careers. In order to be responsive to the 
objectives of this specific research, a more comprehensive sets of items were generated based on several constructs and 
theory used in previous studies. Initial item generation has been completed based on those constructs and theoretical 
foundations. 

Questionnaires in the form of measurement instruments have been developed following the effective questionnaire 
development procedures adressed by Peterson (2000).Secondly, expert feedback has been retrieved from following 
respondents and relevant adjustments have been made on items accordingly: 

-PhD Candidate with MBA in Knowledge and Innovation Management 

-Professor of Entrepreneurship 

-Professor of Entrepreneurial Finance 

-Top Executive at Technology Transfer function 

1 
• Conduct Literature Review 

2 
• Identify Measurement Scale 

3 
• Design Questionnaire 

4 
• Expert Feedback 

5 
• Respondent Feedback and Pilot Test  



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.350-358    Gur 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.610                                         355                                                          PressAcademia Procedia 

 

 

Following expert feedback, respondent reviews have been conducted by actual respondents for item evaluation in terms of 
objectivity, ethical considerations, relevance and cognitive penetrability. The questionnaire scale was designed on likert 
type scale

3
 in order to measure probability of action towards the topic of interest with graded responses on each 

statement. 

Based on suggested adjustments, final versions of the constructs have been used in web survey tool. Web-based survey 
method has been adopted as the respondent profile is qualified in terms of education and familiarity with technology. 
Furthermore, internet based surveys provide decreased costs, and faster response rates (Reynolds, 2006). 

4. FINDINGS AND DISCUSSIONS 

4.1 Exploratory Factor Analysis 

Based on the analysis with the field data, final results for KMO and Barlett’ s test showed that the construct is appropriate 
for conducting exploratory factor analysis. The analysis resulted in three dimensions explaining 64.20% of total variance 
with cronbach alpha reliability of ,910 for all items (Table 3). Principle components analysis has been conducted and factor 
based reliability analysis are shown below (Table 4). 

Table 3: KMO and Bartlett’ s Test 

KMO Barlett’ s Sig. Dimensions Variance Explained Cronbach’ s Alpha 

,893 2262,880 ,000 
 Soft Entrepreneurial 

Intentions 

 Hard Entrepreneurial 
Intentions 

64,20% ,910 

Table 4: Factor Loadings from Principal Component Factor Analysis with Varimax Rotation for a Two-Factor Solution for 
Academic Entrepreneurial Intentions Questionnaire (n=404) 

 Soft Entrepreneurial Intentions 
α=0,882 

Hard Entrepreneurial Intentions 
 α=0,875 

109 0,789  

111 0,785  

108 0,760  

113 0,745  

110 0,726  

112 0,688  

103  0,861 

104  0,847 

102  0,806 

106  0,622 

105  0,621 

107  0,511 

                                                           
3 A Likert scale is a summated rating scale used for measuring attitudes. The method was developed by Rensis Likert in 1932. 

Items 

Factors 
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Note. Loadings <0.40 are omitted. 

4.2 Face and Content Validity 

As one of the sources of validity evidence (Cook & Beckman, 2006), face and content validity is related to the construct’ s 
ability to measure the intended topic. Starting from item generation, every step must be taken carefully in order to prove 
the construct’ s face and content validity. As in similar studies (Axler, 2015; Kilian, Schubert, & Bjørn-Andersen, 2015), in-
depth review of literature, pre-tests with experts and respondents, and relevant modifications ensured face and content 
validity of the constructs. 

4.3 Goodness of Fit 

Hair et al. (2010) framed the rules of thumb for structural equation modelling starting with measurement model 
specifications. In order to test structural model hypotheses, goodness of fit indices of measurement model constructs 
should meet criteria values. As Hair et al. (2010) suggested fundamental measures of goodness of fit indices may represent 
chi-Square, degree of freedom, statistical significance of chi square, RMSEA as one type of absolute indices; Normed Fit 
Index (NFI), Tucker Lewis Index (TFI), Comparitive Fit Index (CFI), or Relative non-centrality index (RNI) as one type of 
incremenal fit indices, and Adjusted Goodness of fit index (AGFI) or Parsimony Normed Fit İndex (PNFI) as part of parsimony 
fit indices. They claimed that reporting chi square, degrees of freedom, RMSEA, CFI or TLI, provide sufficient evidence to 
prove a model’ s acceptability. Var 112 loaded below 0,50 threshold value and was eliminated. Variables 103 and 102 were 
eliminated due to cognitive bias potential with extreme covariation between error terms. Final model showed goodness of 
fit with no more than three modifications (Table 5). 

Table 5: Goodness of Fit Indices for Academic Entrepreneurial Intentions Construct 

Models χ² df χ²/ df RMSEA CFI sig 

Basic Model 535,381 53 10,102 ,150 ,839 ,000 

Model 1 (var 112 
eliminated) 

487,641 43 11,340 ,160 ,845 ,000 

Model 2 (var 103 
eliminated) 

195,329 34 5,745 ,109 ,933 ,000 

Model 3 (Var 102 
eliminated) 

89,841 26 3,455 ,078 ,971 ,000 

4.4 Convergent Validity  

As a means of testing construct validity, additional to confirmatory factor analysis with goodness of fit (GOF) indices, factor 
loadings, composite reliability

4
 (CR) and average variance extracted

5
 (AVE) are reported  for convergent validity (Fornell & 

Larcker, 1981). Results for analyses were reported below.  

Table 6: Factor Loadings, AVE and CR 

Construct Items Factor Loading (>0.50) AVE 
(>0.45) 

CR 
(>0.70) 

Soft Entrepreneurial Intentions var110 0,663 0,62 0.890 

var113 0,733 

var108 0,879 

var111 0,759 

var109 0,884 

Hard Entrepreneurial Intentions var107 0,732 0,62 0.865 

var105 0,849 

var106 0,929 

var104 0,604 

4.5 Discriminant Validity 

Fornell and Larcker (1981) reported that discriminate validity exists when the level of square root of AVE is greater than the 
intercorrelations between constructs. Hair et al. (2010) suggested that intercorrelations between the constructs below 0.90 

                                                           
4 The automated formula on the link was used for composite reliability calculations using factor loadings of the AMOS output: 
http://www.thestatisticalmind.com/calculators/comprel/comprel.htm  
5 AVE was calculated based on the Formula; total of square factor loadings divided by number of items of the latent variable. 

http://www.thestatisticalmind.com/calculators/comprel/comprel.htm
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value indicate no multicollinearity. In absence of sufficient discriminant validity and in the presence of multi-collinearity 
issues, some scholars suggested (Cohen, Cohen, West, & Aiken, 2013; Farrell, 2010) that excluding collinear variables from 
the model is a solution for enhancing model’ s validity. Results are reported below for the constructs.  

Table 7: Discriminant Validity 

 Soft Entrepreneurial 
Intentions 

Hard Entrepreneurial 
Intentions 

Soft Entrepreneurial Intentions √AVE 0,78  

Hard Entrepreneurial Intentions 0,708 √AVE 0,78 

Note. *Diagonal elements report the square root AVE and other matrix entries report the correlation estimation between them. 

5. CONCLUSION 

Within the scope of this study, the constructs of academic entrepreneurship intentions were created and applied 
comprehensively in sciences and engineering disciplines in Turkey for the first time. The results have shown that academic 
entrepreneurial intentions can be analyzed on soft and hard levels. Soft academic entrepreneurial intentions include a wide 
range of activities such as publishing and research collaboration with industry. Hard academic entrepreneurial intentions 
are based on spin-off formation or co-foundation. The construct can be used for analyzing science and engineering faculty’ s 
entrepreneurial intentions at entrepreneurial university settings for further research. 
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ABSTRACT  
Monte Carlo codes and equation of diffusion were successively, used to simulate the physical, and physico-chemical, and chemical steps 
that to estimate the simple and double strand breaks produced on a linear and hydrated DNA model by an incident photons beam. The 
increase of the biological effectiveness, between 150 and 550 eV, is mainly due to the variation of photon cross section upon the K- 
ionisation threshold in O,N,C atoms of DNA. In this study we present yields of main radiolysis species (e-

aq, H, OH) as function of time, 
then parameterised by the concentration of solute such formicate (HCOO-). Moreover, we show that, with the same number of absorbed 
photons, the evolution of breaks as a function of energy reaches a maximum around 450 eV. 
 

Keywords : DNA, Monte Carlo, diffusion, yields, solute, photons. 
 

1. INTRODUCTION  

The interaction of a mono-energy photon beam with matter induces point energy deposition. The latter then participate 
in the formation of a group of radicals which, after diffusion and reaction with the molecules of biological interest 
(cytosine, adenine, guanine, thymine), cause lesions and consequently genetic alterations in the Molecule of DNA [1]. We 
consider in this work: 

- A break simple stand (C.S.B) is recorded when a direct ionization takes place on the grouping sweetens 
- A break stand-in stand (CDB) is defined by a rupture simple sprig on every chain of the stand-in helix at the 

inside of a maximum distance of 10 pairs of cousin [2].   
The direct effect of the photon incidents are analyzed by the methods of Monte Carlo step by step [3], while the indirect 
effect is treated by of the equation of diffusion to calculate the concentrations and the radiochemical yields of the 
different radiolysis species. Although it is less precise, it has the double advantage of reducing computation time and 
memory space [4]. 

2. MODEL DESCRIPTION   

To simulate the biologic environment, we consider linear DNA fragment of B type constituted of 41 pairs of bases, whose 
properties are summarized in the table 1 [5].  

Table 1:  Helical Properties of the DNA 

Description of the fragment of DNA  [5] large size, END 

Sense of rotation of the helix right 

Angle of rotation of a tour (in degree) 36 

Axis of the helix The pairs of basis  

Big furrow large 

Small furrow narrow 

Pas(nm)
 

0.338 

mailto:Oudira_houcine@yahoo.fr
mailto:lotfi_djouane@yahoo.fr
mailto:Saifi19@yahoo.fr
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The hydration envelope is adjusted with the help of modelling molecular Biosym software [6]. The whole is relaxed by the 
molecular minimization algorithm using the method of the biggest slope of the system potential energy, and inserted in 
the centre of a three-dimensional grid containing the water bulk; and the formate concentration varying between 0 and 2 
moles by liter of water. The incidental photons are uniformly issued and perpendicularly to a plane surface, to a distance 
of 8 nm of the DNA center, privileging the direct effect of the irradiation thus in this range of energy (150-550 eV) as it can 
noted in figure 1. It is necessary to note that at the time of simulation of the ionization and excitation processes, it is 
taken account of the heterogeneity of the middle as well as the diffusion of the radiolysis spices created to the 
neighbourhood of the volume targets.   

Figure1:  Geometry of the Irradiation of the Fragment of DNA 

 

3. MATIMATICAL MODELS  

3.1. Stochastic Model of Monte Carlo  

The Monte Carlo method of the type step by step is adapted perfectly to the study of the physical and physic-chemical 
evaluation phases of the energy deposited in the target volume, to the extent that we consider the path λ that an 
electron can traverse in a heterogeneous milieu and the probability of interaction with a given entity. 

                                                                (1) 

 )(E   is the range and is given by the relation: 
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  Where:  R  is an arbitrary number equally distributed between 0 and 1. 

        iN  is the number of atoms or molecules of the type i by unit of volume. 

        )(Eij  is the effective section of interaction of the type j on the atom or the molecule of the type i for an 

incidental particle of energy E. 

                            )(.).( ENEP iii                                        (3)                                

iP  is the probability for that an incidental particle interacts with an atom or a molecule of the i component, knowing that 

there is interaction. 

( ).log  E R 
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If there are ik  types of different interactions from the incidental particle with the i component, the j type of interaction 

having an effective section total )(Eij by atom or by molecule, the probability so that the interaction is of the type j, 

knowing that the interaction takes place with the i component, is thus : 
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During simulation, the point of interaction being fixed, we will have an interaction with the i component if i verifies: 
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 and the interaction will be of the type j on the i component if j verifies: 
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R1 and R2 are arbitrary numbers equally distributed between 0 and 1. 

    At the end of the physical stage (10
-15

 Second) the irradiated molecules are in an excited or ionized state [7] whose fate 
is drawn by probabilities indicated above. 

  at 10
-12

 second, the electronic trace produced, in its neighbor, the chemical species such as : 

               


aqe
 ,H, OH, H2, H2 O2, and OH3

. 

    With regard to, the cross sections of biological interest molecules [8], we adopted the correction introduced by Laverne 
and Pimblott [9]. 

                    water

water

DNA
DNA

A

A
 . (7                                          )  

 Where DNAA
and waterA

are respectively the molar masses of the DNA and water. 

 Each atom of the DNA is differentiated from the other atoms by introduction of an empirical grandeur known as ray of 

Van Der Waals (RVDW). The total cross section i of an atom of  VDW RVDW’s ray is written: 

                  xater

water

Base

Base

i

VDW

i

VDW
i

A

A

R

R
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)(                          (8) 

 Thus, we exploited the rays of VDW presented by Burkert [10] for the simulation of the electrons transport in the 
biological environment. 

3.2. Diffusion Equation  

       To reduce the calculating time machine, relating to the study of the chemical phase, we chose a deterministic 
approach based on the resolution of the diffusion equation [ 11 ].   

                  SCD
t

C
ii

i 


 2
                                                 (9)  
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- Ci is the concentration of the species of the type i (mole dm
-3

)  

- 
ii CD 2 is the product of the Laplacian of Ci by the constant of diffusion Di (cm

2
 s

-1
) of the species of the type i; 

  - s  is the term source (mole dm
-3

 s
-1

), considered as the algebraic sum of terms representing, following the chemical 

reaction taken in consideration, the impoverishment or the production of the species of the type i:  

      



























  

j

jiijii

w l j

jlljwiw CCkCkCCkCkS                                                           (10)  

wiwCk , 
jllj CCk represent respectively the production of species i following the dissociation of w, and the reaction of 

the species l with the species j. ii Ck and  
jllj CCk represent respectively the impoverishment of species i following its 

dissociation, and its reaction with the particles of the type j; iwk  ik , 
ljk and  

ijk  indicate the constants of reaction's 

speed; iwk and  ik  are expressed in s
-1

, while 
ljk and 

ijk  are in dm3 mole
-1

 s
-1

.  

3.2.1 Discretizing the Diffusion Equation 

To solve the equation (9), it is necessary to discretize it, that is to say, to replace it by simple algebraic equations 
expressing the same physical information that can be solved numerically. For this, converts the equation (9) in an integral 
equation by applying the weighted residuals method: 

    



dXdYdZdttZYXWFCDdXdYdZdttZYXW

t

C
ii

i ),,,(),,,( 2     (11) 

The choice of the test function W (X, Y, Z, t), and integration of equation (11) cause algebraic equations such that the 
concentration Ci in a point P (CiP noted), the center of a elementary volume within the computational domain, is 
connected to those of the points E, W, R, Q, S, and N center of neighboring elementary volumes considered (Figure 2). 

Figure 2: Immediate Neighboring of an Elementary Volume Inside the Three-Dimensional Grid 

 

To access this formulation we have used the continuous finite element method [12], [13] and the method of centered 
differences [10]. Thus, the explicit method can replace the equation (11) by the following algebraic equation: 

APCiP = AECiE + AWCiW + ARCiR + AQCiQ + ASCiS + ANCiN + K                     (12) 
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3.2.2. Calculation of Equation (12) Coefficients:  

    For a point P situated inside the three-dimensional grid, integrating (11) on the following ranges: 
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 provides the coefficients AP, AE, AW, AR, AQ, AS, AN and K relating to the equation (12) and whose values: 
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ΔX , ΔY, ΔZ are spaces step in the three directions of the three-dimensional grid. 

Δt is the time after which the changes in the concentration of a given radiolytic species are evaluated. The boundary 
conditions on the extreme points of the domain used to associate their coefficients whose value varies according to the 
position of the elementary considered volume [10]. Following integration of equation (11) on all the elementary volumes 
of space concentrations, we obtain another matrix system by block, whose resolution by the method of generalized 
Thomas matrix calculation (called TDMA) is immediate [14]. Also, we give a detailed attention to the calculation of the 

space step x whose value is reported with the temporal step t  to ensure the stability of the solutions of the equation 

of diffusion, to respect the electronic balance of the milieu as much as that are possible. This relation uses the constant of 

diffusion D of the fastest particle  

aqH .                                      
  tDx  .4

2

                                     (13)  

4. DATA OF THE PROBLEM TO BE TREATED 

4.1. Photoelectric Effective Sections 

In the range of considered energy (150-550 eV), almost 99.5% of the interactions are photoelectric [8]; also, at the time of 
the calculation of the free course and the different probabilities of interaction, we used the efficient sections established 
by Cullen [15], whose representation in Figure3 is corrected for the mean atomic composition of each element in a 
nucleotide of the nucleus, DNA. 
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Figure 3: Photoelectric Efficient Sections Expressed by Nucleotide 

 

The middle atomic composition of our fragment of DNA est :  Carbon 10, Oxygen 6, Nitrogen 4, Phosphor 1, hydrogen 11,.  

5. RESULT AND DISCUSSION 

In this study, we were interested on the one hand, to the photoionizations produced on the carbon, nitrogen and oxygen 
atoms in view of the important proportions that they represent in the composition of the DNA and its envelope, On the 
other hand, to the outcome of the radicals created and their contributions to the formation of single and double-strand 
breaks as a function of energy. 

5.1 Direct Effect 

Between 0 and 600 eV, the free mean path is less than 1 nm. This results lead to close interactions at the level of DNA and 
its hydration envelope. Indeed, as we can see in figure 4, between 250 eV and 340 eV the number of direct CSBs goes 
from one to two times of its initial value. This is due to the predominance of the number of carbon atoms per nucleotide, 
and to their cross-sections raised at this energy level. Moreover, between 350 eV and 450 eV, the effect of the ionization 
threshold-K of the conjugated nitrogen at a relatively large proportion of atoms per nucleotide results in the creation of a 
maximum of CSB. Below the ionization threshold of carbon (290 eV) and above the oxygen threshold (540 eV), the 
photoionization is mainly done with liquid water, whose relatively small cross-sections confirm the number Restricted 
fractures at the level of the curve shown in figure 4. 

Figure 4:  Simple Strand Breaks (CSB)d According to the Energy 

 

The photoelectrons and Auger electrons released in the surrounding water are the source of multiple ionizations leading 
to the formation of the H, OH and e

-
aq radicals which indirectly react with the DNA subunits and its envelope of hydration 

to produce single and double strand breaks (Figure 5). 
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The analysis of figure5 shows that the single-strand breaks are greater in the hydration layer compared to those recorded 
at the DNA level, which has inspired us to undertake the study of the yields of the three main spices as a function of time 
(Figure 6). 

It is deduced that the more the number of radicals is, the more the DNA subunits are attacked for a concentration  and Cs 

low. The maximum protection of the DNA is reached for  = 20 molecules of crystal water per nucleotide and Cs = 0.7 liter / 
mol of formate solute. Finally, we compare our results with those obtained by a purely stochastic method (Figure 7). An 
acceptable agreement between the breaks recorded by the two approaches is evident. 

 

Figure 5:  Indirect Simple Strand Breaks (CSB)i According to the Energy 

 

 

Figure 6: Radiochemical Yields of the Main Radiolytic Species as a Function of Time for Photons Energy of 290 eV 
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Figure 7:  Normalized variations in relation to the peak value, of the damages recorded on a linear DNA model to 10
-8

 s 
for 2000 absorbed photons. Comparison with the results of a merely stochastic model. 

  

 

5. CONCLUSION AND PERSPECTIVES 

Our conclusion to the evaluation of radio-induced damage at the level of the DNA molecule as a linear model is 
distinguished from those carried out numerically by Vrigneaud [8], in that it uses a deterministic method to study the 
Indirect effect of irradiation on the biological environment. This has the consequence in the elaborated software, the 
taking into account a maximum numbre of chemical reactions, a finest spatial step, while retaining the advantage of a 
lower calculation time. Moreover, the computer memory space helping, the extension of this method to the study of a 
more elaborate model such as the nucleosome is conceivable to approach a little more to  the actual course of events. 
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ABSTRACT  
Internet in general and social media in particular have greatly facilitated the communication, interaction and collaboration among people 
and different entities. As generally there is no censorship, these media sometimes are used to proliferate discourses that contain hateful 
messages targeting ethnic origin, religious or sexual groups, which potentially may degenerate to violent acts against individuals of such 
groups. Therefore, we explore the idea of building of automatic classifier that can be used for detection of hate speech in public Albanian 
language pages. A hate speech corpus for Albanian language is created, and then based on Support Vector Machine (SVM) approach,  an 
automatic hate speech detection system is proposed. Such system can be used to detect and analyze hate speech in online contents over 
time and to enhance our knowledge on how they affect opinion creation in society.  
 

Keywords: Hate speech detection, text classification, support vector machines, NLP, Albanian language  
 
 

 

1. INTRODUCTION 

The continous growth of social media and other Internet services, such as Facebook, Twitter, microblogging or Web services 
among others has greately facilitated the information exchange, interaction and collaboration among people and different 
entities. However, the widespread adoption of social media and other online services offers new opportunities to 
dissiminate hateful messages. Up to date, there is very little research and evidence how the diffusion of hate speech in 
online contents could trigger hate crimes, yet this potential is recently recognised. For example, Facebook and Twitter 
pledge to remove hate speech contents within 24 hours after they are reported (Kottasova, 2016). On the other side, EU 
despite its security and political situations, launched a “code of conduct” to establish public commitments for the biggest 
Internet companies that the valid hate speech contents will be removed and yet the right to freedom of expression will be 
preserved (Commision, 2016). 

In this context, automatic detection of abusive and hate speech in online contents becomes important topic and task. An 
automatic detection method could scan large amount of text, analyze and categorize it as hateful or not. The trends of 
hateful messages could not only be reported to relevant authorities, but it could provide a solid ground to researchers to 
understand how hateful messages in online contents affect the social processes. 

But as noted in (Thomas Davidson, 2017), effective automatic hate speech detection is challenging and very difficult task. 
The difficulties mostly come from the complexity of natural language processing. The ambiguity and language variability 
represents a real challenge to be solved.  On the other hand, when building more complex and effective automatic machine 
learning text classifier, the training data becomes crucial.  

In this paper, we aim to develope a method to detect hate speech in public online contents in Albanian language, while also 
addressing the above mentioned challenges. We have collected data from public Facebook pages in Albanian language, and 

mailto:xh.zenuni@seeu.edu.mk
mailto:j.ajdari@seeu.edu.mk
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labeled them as hate speech or not. Than a classifier based on SVM (support vector machines) is trained to differentiate 
between these categories. To our best knowldge, the contribution in this paper is two-fold: 

 It represents the first attempt to create a hate speech corpus in Albanian language 

 We make the first attempts to create a hate speech text classifier for Albanian language based on supervised 
machine learning approach 

2. LITERATURE REVIEW  

Bag-of-word approaches like in (Kwok & Wang, 2013) are simpler to implement, especially if the classifier is targeting racial 
hate of speech, but such approaches are insufficieent for accurate classification as it leads to high rates of false positives. 

Syntactic features have been explored in (Gitari, Zuping, Damien, & Long, 2015). The experimental results has shown 
improvements both on precision and recall when used semantic, hate and theme-based features. Chen (Chen, Zhu, Zhou, & 
Xu, 2012) utilize the profanties, obscenities and pejorative terms as features, weighted accordingly and produced a set of 
rules  to model offensive content, which improved the precision on standard machine learning approaches. 

Leveraging morpho-syntactical features, sentiment polarity and word embedding lexicons, Vigna (Vigna, Cimino, 
Dell'Orlleta, Petrocchi, & Tesconi, 2017) proposed two hate speech classifiers for Italian language based on Support Vector 
Machines (SVM) and on Reccurent Neural Network named Long Short Term Memory.  

Other suppervised approaches to hate speech classification have been proposed as well. Neural language models have 
potential (Djuric, Zhou, & Morris, 2015), but in all cases the training set data is important. Moreover, the accuracy of hate 
speech classsifiers could be improved by non-linguistic features, like the gender, ethnicity or age of the author, but this 
information is often unreliabale or unavailable (Waseem & Hovy, 2016). 

3. HATE SPEECH CORPUS 

To our best knowledge, there is no previous work on building a hate speech corpus for Albanian language. Therefore, during 
a period of time, we collected data from Facebook pages in Albanian language and prepared a hate speech corpus that 
could be used by a classifier. This section reports on data collection, annotatin phase, preprocessing and feature selection in 
data. 

3.1. Data Collection 

We explored the Graph API (https://developers.facebook.com/docs/graph-api) provided from Facebook to reterieve and 
build a corpus of comments from two public pages that publish posts on variety of topics on different political and social 
events, and which we suspected to find a lot of comments contating hateful speeches. On the other side, we also looked 
forward posts that contained a significant number of comments. Table 1 summarizes the pages that where crawled and the 
number annotated posts and comments 

Table 1: Dataset Description and Annotations 

 

 

3.2. Data Annotation 

Two annotators were asked to analyze the content of the crawled comments and to categorize them as hate or no hate. 
Overall, 4886 comments received two annotations, and as hate were considered only the comments that were categorized 
as such from both annotators. In total, 2764 comments were categorized as containing hateful content and on other 
comments either both annotators agreed that the message is not hateful or no concensus was reached. 

3.3 Data Preprocesing 

In order to prepare the data for the supervides learning algorithm, several pre – processing steps were undertaken. First, 
the collected text was transformed to lowercase with the objective to improve syntactic matching. Then, extra white 
spaces, puncuation marks, digits and emoji were removed from the text as they were not considered important in the 
classifiction process. Finally, we removed from the text the words which we find redundant for text classification (such as 
conjuctions) and consequently reduced the size of document-term matrix.   

 

Facebook pages Annotated Post # of Commnets 

jetaoshqef 108 4737 

tvklan 19 149 
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4. TEXT CLASSIFICATION MODEL 

We tested the Support Vector Machines (SVM) as supervised learning technique used for text classification. As algorithm it 
captures sparse and discrete features in text classification, which makes it good candidate in our case. On the other side, as 
noted in (Joachims, 1998) there are theoretical evidence that SVM is an extremely strong performer when having high 
dimensional input space, few irrelevant features and especilly when most of text classification problems are linerely 
separable. 

We implemented the approach in R System (http://www.rsystems.com/) based on RTextTool. RtextTool is an easy to use 
tool that can be used for end-to-end implementation by interfacing with existing pre-processing routines and machine 
learning algorithms. The supporting features include the process from document-term matrix creation, data pre – 
porcessing, training, classification, up to analytical reports which help users to understand the classification of the 
employed model. 

The speech corpus was divided in two parts. 4000 records were used as training set, and the rest of 886 records were used 
as testing set. And than based on this dataset, RTextTool functons were used to implement the text classification workflow. 

5. FINDINGS AND DISCUSSIONS 

While there are many techniques to evaluate the performance of the algorithm, precission, recall and F-score are 
considered standard evaluation metrics in classification tasks. Accuracy measures In the context of the hate speech system, 
the accuracy tells what propotion of hate speech comments, are actually hate speech content. Recall tells what percentage 
of hate speech comments did the algorithm correctly classify, and F-score produces a weighted average of precision and 
recall. 

Table 2 reports the results for the conducted experiement. And the numbers were generated through create_analytics( ) 
function contained in RTextTool. 

Table 2: Evaluation of Classification Model 

 
 

6. CONCLUSION 

This paper presents the first efforts in bulding an automated hate speech classifier for Albanian language texts. The first 
experiments show that binary classificaion based on Suport Vector Machines are a promising approach toward building an 
automated hate speech detection system for online text contents for Albanian language. We are encouraged by initial 
results, however for the hate classfier of Albanian language to achieve results comparable with similar approaches, it needs 
richer hate speech corpus and and to explore other language processing features of Albanian language, which for the time 
being are lacking. However, we believe this work represents the basis toward a building an automated system that could be 
used to track and monitor online content. 

As future work, we intend to extend the annotaed hate speech corpus from different Facebook sites and crawl more 
comments. This will make richer the current training set, which we believe it will consequently increase the evaluation 
metrics employed in standard classification tasks. Another important aspect will be to see how other similar supervised 
learning models will work under the same speech training set. 
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ABSTRACT 
Epileptic power supply is a major problem which has great impact on socioeconomic development of Nigeria. Power Holding Company of 
Nigeria (PHCN) is responsible for power distribution in the country and one of the major challenges is the haphazard distribution of their 
facilities, most especially, electrical transformers. In addition, spatial locations of electrical transformers and other attribute data are kept using 
manual approach and in some cases, the records are not available. This study is aimed at using Geographic Information System (GIS) to take 
inventory of PHCN electrical transformers in Ikorodu district of Lagos, in order to assess their spatial distribution. The research method adopted 
includes converting the existing map of the study area into digital format through scanning and digitizing, collection of spatial locations of 
electrical  transformers’ with GPS receivers and attribute data through social survey. ArcGIS software was employed to create spatial database 
for forty two (42) electrical transformers located in the study area and various spatial analyses such as query, overlay, buffering, etc. were 
performed to view the spatial distribution of PHCN facilities. The spatial database created can be easily updated from time to time at a fast rate 
and reduced cost, and without passing through the whole process of map production. Appropriate recommendations were made for 
socioeconomic development of the country and effective management of the PHCN facilities. The outcome of the study can be adopted in 
other developing countries with similar challenges. 
  
Keywords:  Geographic information system (GIS), global positioning system (GPS), spatial location, transformers. 
 

 

1.INTRODUCTION 

1.1.Background to Electricity Network in the Last Few Decades 

Electric power industries have been developing transmission systems to follow up with the rapid growth of the power demand. 
On the other hand, the distribution of transformers has been getting restricted, because of development of rural areas and the 
growing concern over environmental issues. Generally, Electric network can be described as a set of devices used to transport 
electric power from the power plants to the consumers.These various devices include Overhead transmission lines, 
underground cables (found mostly in developed countries), switching equipments (circuit breakers and disconnectors), 
substations (i.e. subsystems equipped with transformers that allow power transfer between systems operating at different 
voltage levels) and reactive power compensation devices (such as capacitors and reactors).GIS can effectively be used to 
manage and monitor information on the distribution of transformers to end-users including information describing their spatial 
and non-spatial attributes such as geographical location and electricity use.  

Ikorodu Division is one of the five divisions in Lagos state. With an area approximately 161, 954 square kilometers. It is the 
second largest local government in Lagos State. It lies about 36 kilometers north-east of the city of Lagos and 26 kilometers 
from Ikeja, the State capital. It is geographically located on latitudes 3

0
26’31.82”E and 3

0
43’5.13”E and longitude 6

0
41’51.13N 

and 6
0
31’20.95”N. Like most parts of Lagos State, Ikorodu Local Government Area is a veritable lowland region with relatively 
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flat undulating features, stretching about 18 kilometers from east to the west, along the Lagos lagoon front. With the opening 
of Lagos-Ikorodu highway in 1953, Ikorodu division has been an important gateway to Nigeria Hinterland. The climate of 
Ikorodu Division is similar to that of the entire country, Nigeria, which lies in the world’s tropical region. There are two separate 
seasons, the rainy season which runs from April to October and dry season from November to March. Ikorodu is in the rain 
forest belt with common vegetation in Nigeria’s southern part interspersed with plenty of cassava, yam, and cocoa, kolanut and 
maize plantations, because of the sandy nature of the soil. The inhabitants of Ikorodu Division are Ijebus, a Yoruba sub- group. 
The dialect of the people is Ijebu, a Yoruba dialect. Today, the general Yoruba language (or Lagos dialect) is common, 
particularly among the youths. Farming, hunting and fishing have been the chief occupations of the people. Food crops which 
are popular in the area are vegetable, melon and beans etc. Cocoa and kolanut are no longer extensively grown as in the past. 
There are over 200 notable towns and villages in Ikorodu Local Government Area. The six major towns are Ikorodu 
(headquarter of the Local Government), Imota, Igbogbo, Ipakodo, Ijede and Ibeshe. Other notable towns include Baiyeku, Isiu, 
Agura, Igberigbe, Oyin, Oreta, Igbokuta, Mowo, Odo- nla (surrounded by Ikorodu Industrial Estate), Odongunyan and Maya.   

1.2.Aim and Objectives of the Study 

The aim of the study is to generate a geospatial model for electricity and facilities to provide a better understanding towards 
effective distribution and conservation of electricity. The objectives of the study are: 

1. To carry out an appraisal of the existing transformer distribution network in the study area; 

2. To map the existing transformers’ distribution facilities in the study area; 

3. To estimate the number of existing transformers in the study area; and 

4. To conduct gap analysis of transformer requirements in the study area. 

2.METHODOLOGY 

The methodology adopted for this study are database design and creation. Entities were identified and database created upon 
which queries and spatial analyses were conducted. 

2.1.Data Acquisition 

The Data acquisition began with the physical phenomenon to be measured. The first step in the methodology of this work was 
the design of a geodatabase for the entities of interest in the study area. The entities include the Low Tension Electric Poles, 
High Tension Electric Poles; high and low tension cables, Distribution substation transformer, power transformers, feeders and 
Injection Substation. This was closely followed by the collection of the required data from the study area. In this case, there 
were two types of GIS data involved which included: spatial and Attribute data. 

2.2.Spatial Data 

The spatial data used for the research study include the following; 

(i) Base Map: The base map consists of roads, buildings and facilities digitized from a High-Resolution Image data 
(ii) GPS Data: GPS Collection points on the available PHCN (Power Holding Company Nigeria) facilities (Poles, 

Transformers, etc) were acquired from the field of study using a Hand Held GPS. 

2.3.Attribute Data 

The Attribute data includes the following information which was acquired from the PHCN (Power Holding Company Nigeria), 
Ikorodu District Office and consumers; 

(i) Consumer Details: Meter Account Number, Address of the consumer, the Line Transmission Pole/Pillar to which a 
consumer is connected; 

(ii) Electrical Network Details: 11kV line diagrams with cable sizes, lengths, distribution substation (DSS) transformers, 
parameters of the equipments, pillars, poles and low voltage networks 

(iii) Transformer Details: The details about transformers and other related facilities for this study, PHCN (Power Holding 
Company Nigeria) bills were acquired so as to acquire information on the average amount of energy 
consumption. 
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2.4  Database Design, Creation, Processing and Analysis 

Database design is the process of producing a detailed data model of a database. This data model contains all the needed 
logical and physical design choices and physical storage parameters needed to generate a design in a Data Definition Language, 
which can then be used to create a database. A fully attributed data model contains detailed attributes for each entity. 

The database in the course of this study supports an object oriented vector data model. In this model, real world entities were 
represented as objects with their various properties, behavior and relationships. In GIS, a database is often referred to as a 
spatial database or geodatabase and it is the heart of GIS. This process involved the analysis and modeling of real world entities 
and their interrelationships in such a way that maximum benefits were derived while utilizing minimum amount of data, 
Kufoniyi, (1998). 

Data were formally entered into their respective tables, created in ArcCatalog, in the Arc Map environment. After the data 
entry process, the personal geodatabase was saved in ArcMap in a folder for easy recovery, geospatial analyses and queries 
carried out on them. The data stored in the database forms the information base. Once the layers were digitized, the non-
spatial data were then added as attributes to the digitized features. This attribute table was linked to the spatial themes 
containing geographic information. The database created included location and descriptive information for all the different 
components of the system. 

To estimate the areas in the study area that were of short comings in terms of the distribution and develop an estimation trend 
in the consumption of electricity, the following were operations carried out during the course of this study; overlay operations, 
spatial queries, proximity analysis and measurement of electricity consumption trend pattern. 

3.RESEARCH FINDINGS 

3.1.Nature of Transformer Distribution Network in the Study Area 

Figure 1 below shows the map of electricity distribution network in the area of study. The map displays the geographic location 
of all the facilities in the selected area of interest. The entities identified included the Low Tension Electric Poles, High Tension 
Electric Poles; high and low tension cables, Distribution substation transformer, power transformers, feeders and Injection 
Substation. 
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Figure 2 shows a more detailed map of the electricity distribution facilities connected to the end users - consumers. 

 
Information showing all the facilities involved in the service of electricity to the consumers in a selected part of the area of 
interest is shown in Figure 2 above provides a better understanding of the electricity distribution network pattern. 

3.2.Spatial Queries Generation 

In GIS, a spatial operation tool is essential for processing or manipulating of data to suit user's need. Geographical Information 
Systems have a distinctive disparity from other Information Systems which is in the area of spatial analyses. In this project, the 
spatial search operation was carried out through query generation to retrieve the information stored in the database pertaining 
to certain systematically defined attributes within the database to answer spatially related questions. This operation involved 
the link between the database and the map of the selected area of interest. Spatial queries were generated to provide answers 
to the application use of GIS in developing a model (representation of reality) for the PHCN facilities. 

Database query can be referred to as the selection of various combinations of various tables for examination; it involves the 
retrieval of information stored in the database using Structured Query Language (SQL). However, the queries generated are 
basically through database extraction in ArcMap 10.2. Some other queries can also be generated based on the user's need. In 
the course of the project, the results obtained have assisted in the several areas; 

i. Monitoring the status of the facilities in the Feeder so as to know the status of the facilities. 
ii. Retrieval of Geographical Information of the facilities (Transformer). The spatial information would include 

coordinates (X and Y), and symbol representation, capacity and location. 
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iii. Prioritization of facility (Transformer) replacement based on the available information. In this study, of all the existing 
facilities on ground, none was due for immediate replacement. 

iv. Update the information system in the case whereby new facilities (Transformer) are to be installed. In the near 
future, when new buildings are connected to the existing facilities, the information system can be updated. 

Figure 3 suggests proposed location for the installments of new Distribution Substation Transformers within the study area. 
This was generated based on the average consumption rate by the existing households and the amount of Power generated by 
each distribution substation transformers connected to them. 

 
The above results are expected to equally provide good information for other professionals, which may include Urban Planners, 
Construction Managers, Engineers, etc. the knowledge of the locations (spatial locations) of the facilities will help to avoid or 
reduce damages done to these facilities during construction works especially in newly developed areas (such as, Parakin). 
Proximity Analysis and Estimation of Consumption Trends Other analyses were carried out during the course of this work. 
Proximity Analysis such as Buffering analysis was carried out to identify the areas for the requested availability and quality of 
energy supply. As shown in Figure 4 below, the buildings connected to a particular transformer (DT5 in this case) that fall 
outside a 300m radius experience a drop in voltage compared to those within the buffered area. The buffering analysis 
performed helped in identifying the pattern of the supply and distribution of power in terms of voltage within the study area. 
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In the case of Figure 5, the result displayed was based on the average consumption rate of the households within the study 
area. Based on the level of consumption, it clearly shows that most of the households within the area of interest were classed 
as residential dwellings. The results displayed show the variation in the energy consumption rate within the area. This is 
because of the various types of electrical appliances used by different households within the area. As represented in the map 
displayed, the Buildings with darker colors consume higher consumption rate than those with brighter colors. 
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Figure 5: consumption rate of the households within the study area 

In order to estimate the consumption trend during the course of this work, other analyses were performed. The relevance and 
importance of mapping utilities in GIS environment is to provide spatial solutions in a real time manner. The common problems 
that have been identified in the Power Utility Sector include the following; 

1. Unequal distribution/transmission of load; 

2. Bad conditions of the equipments due to improper monitoring and maintenance; 

3. Frequent power surge due to natural incidences It was been observed that in the study area electrical facilities are either 
obsolete or too old for efficient performance.  

Therefore, routine maintenance and replacement are necessary for efficient performance the electrical equipment in the study 
area. The threshold of each electrical facility should however be noted at installation and strictly adhered to during operational 
period. In advanced GIS, locating the facility and finding the exact fault wherein it has occurred could be substantiated by hand 
held palmtops. The notified location on the spatial network wherein the fault has occurred could be easily identified and 
trained engineers could be alerted to go to the exact area and rectify the problem immediately. This showed that the major 
advantage of GIS in Electricity distribution network is the location component. 

The electricity distribution network map of the study area revealed the spatial distribution and locations of the electrical 
facilities within 11kV feeder in the area of interest. In the course of this work, it was observed that electricity consumers within 
a 300meter radius to a distribution substation transformer, experience higher voltage of power compared to the households 
outside the radius. It was however noted that about 55% - 60% of households connected to the distribution substation 
transformers experience average voltage of power supply while about 40% - 45% experience drop in voltage of power supply. 
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The gap analysis showed that, voltage drop in power supply is experienced the farther the households are connected to a 
distribution transformer. 

As shown in figure 5, the system shows descriptive information about the households and their average rate of consumption. 
This clearly reveals the consumption rate pattern within the households connected to all the facilities within the area. Within 
the network, 37% of households consume high amount of electricity, 36% consume average and 27% consume less amount of 
electricity. 

The spatial analysis and the resulting maps provided a better knowledge and understanding on spatial relationships among 
electricity facilities and consumer demands. Such knowledge is expected to help them know the sections of the service area 
that lack inadequate services. It is also expected to serve as a guide to them in order to know where they could extend   or 
improve their services and areas that need new installation based on the distribution of power. 

4.CONCLUSION AND RECOMMENDATIONS 

The study clearly indicates the capability of spatially enabled information system in the management of electricity distribution 
network. Spatial and attribute data of power distribution network of any part of the selected areas of interest of this study, 
which are presently acquired, processed, managed, stored and presented in analogue form, can be digitalized. Ayeni et al., 
(2003) noted that Geospatial Information (GI) is very essential to economic planning and national development. This is 
buttressed further by Alamu and Ejiobih (2002), when they concluded that a well maintained utility information infrastructure 
gives up-to-date information on what is where, the state of it, the reaction other actions on it would cause, how it can be 
harnessed for optimum use of the people and economy. It has been shown that GIS has been employed as one of the 
technologies for better and improved delivery of networked services. This further enlightens that regardless of cost, GIS has 
prominently improved the manner of service delivery with respect to time period. 

Conclusively, it has been observed that GIS applications have not reached the optimum exploration and there is still room for 
further exploration and extension in the field as far as utility service delivery like in the case of electricity distribution is 
concerned.  The following recommendations are advanced for efficient electricity distribution networks; 

1. More efforts must be made to bring in refined and scientific approaches such as Geographic Information Systems into the 
management of electricity distribution network. 

2. Training programs should be organized for technical online staff of electricity distribution on the integration of GIS in the 
management/monitoring of electricity distribution. 

3. The user requirement and survey analysis conducted before implementation of electricity projects should include spatial 
information system from the onset so as to forestall drop in voltage within the distribution network. 

4. Establishment of more distribution substation transformers in low voltage area within the study area. 
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ABSTRACT  
Due to the satellite motion with respect to the earth’ s surface and the aircraft’s mobility, it is required to handover frequently in the 
process of communicating , In This paper ,assuming that the aircraft’s  location and speed can be determined , we  proposes a suitable 
study for managing handover  in satellite constellations  for serving air traffic communication . The main objective of This study is  selecting  
the  best scheme which reduce significantly contact failure Probability ,this  techniques  are: non priority, priority, and queuing handoff 
schemes ,in this paper  we are interested only in schemes that prioritize handover request in particular handoff queuing schemes. Channel 
allocation strategy (FCA) is employed, and the simulation results obtained concern: call blocking probability, handover failure probability, 
and average waiting time in the queue. Also simulation results are compared to choose the best one which reduces the contacts 
failureownership ratios. That supports more firm specific information is incorporated into stock prices as the ratio of foreign ownership 
increases.  
 

Keywords: Air traffic control, handoff, satellite constelltion, FCA 
 

 

1. INTRODUCTION 

Due to the motion of users (aircraft in our case), more requests of handover are created, a call of a fixed or mobile user can 
be transferred from a satellite to another since the contact in progress cannot profit a suitable channel of communication in 
the current satellite, handover [1-2] establishes the transfer of connection of communication of the current channel to 
another.   

 For ensure permanent relays between ground stations and aircraft throughout the entire globe The use of satellite systems 
is required. To handle the increasing aircraft number, the International Civil Aviation Organization (ICAO) proposes a system 
of air traffic navigation reliable presented in Figure 1[3], capacitive and global based on a concept called Communication 
Navigation Surveillance (CNS), a system of data link: Aeronautical Telecommunication Network (ATN). The current Air 
Traffic Management (ATM) procedures [4] are still based on VHF communications and claims for an improvement of ATM 
concepts. These challenges require the development of satellite communication, navigation and surveillance systems, 
aiming at providing high reliability and availability system. The increasing number of disasters [5], natural or man-made, 
occurred during the last years, in the first hours after the disaster, the existing solutions to overcome communication 
problems when terrestrial infrastructures are not available are the use of satellite communication systems. 

 Many LEO constellations have been proposed in the literature (Iridium [6], Globalstar, etc.), while the operation of the 
Iridium system has given a very important experience for the study of the serious issues of these systems. 

 The visibility period of a satellite in LEO systems [7] can be about 5 min due to the high speed of satellites. This leads to a 
remarkable probability of communication interruption and the handover mechanism becomes important for the global 
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performance of the system. There are two types of handover events, as is the case in land mobile systems, the cell 
handover [8] and the satellite handover. The first one refers to the transfer of an ongoing contact from one cell to the next 
one in the same satellite footprint while the second one describes the transfer of an ongoing contact from a satellite to 
another one. 

 Few studies have been carried out on the issue of satellite handover, investigating channel allocation policies for new and 
handover contacts using mainly fixed channel allocation (FCA) techniques. In this paper different queuing policies for 
handover requests were investigated in order to enhance them in air navigation satellite communication [9].   This paper is 
organized as follows: Section 2 presents the data model and lists the assumptions and some preliminary notions. Section 3 
presents the priority strategies, Section 4 presents the simulations and discussions and the last Section will be the 
conclusion. 

Figure 1. Simplified Block Diagram of Satellite Air Communication System 

 

2.  DATA MODEL AND PRELIMINARY  

For the consistence with previous literatures [10] and its operational availability, the Iridium system is adopted as the basic 
system model. The satellite ground-track speed is approximately 26600 km/h, the Iridium satellite network is modeled as a 
one-dimensional environment in which mobile users move in straight lines and at constant speed. 

We assume that the arrival of new contacts forms a Poisson process with an average λ and its intensity service is μ. The 
arrivals of handover requests, presented in Figure 2, form a Poisson process of average λh. If an aircraft is in the satellite 
cell, the contact duration (with mean 1/μ) is equal to the time during which the contact is in progress. 

Figure 2: Hard Handoff between the Aircraft and Satellites 

.  

                                                     a. Before handoff                                                 b. After handoff 
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3. HANDOFF SCHEMES IN SINGLE TRAFFIC SYSTEMS 

 In the coming section, we introduce no priority, priority, and queuing handoff schemes for a single traffic system such as a 
voice or a data system. We assume that a system has many cells, and each has S channels. The channel holding time have 
an exponential distribution with mean rate μ. Both originating and handoff contacts are generated in a cell, respectively 
with mean rates λO and λH. We assume the system with a homogeneous cell. We concentrate our interest on a single cell 
(called the marked cell).  

3.1. No Priority Strategy (NPS)  

In this case, the Handover requests are handled exactly in the same way as an originating contact. So, theblocking 
probability of handover is equal to the probability of blocking new contacts. The NPS model is presented in Figure 3, where 
S is the number of channels present in the satellite cell . 

Figure 3: No Priority Strategy Scheme 
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3.2. Priority Strategy 

3.2.1. Handoff Call Queuing Prioritizing Scheme (QPS)  

 in this scheme, If all channels in the destination cell are occupied, a handover request is put in the queue as it is shown in 
figure 4, if a channel is released when the queue of handover request is not empty, the channel is assigned following FIFO 
discipline, if the received signal strength from the current BS falls below the receiver threshold level before getting service 
in the target cell, the call is forced to termination. 
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Figure 4: System Model with Priority and Queue for Handoff Contact 
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In the state n, the failure probability of handover is given by :  
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Therefore Ph is given by:  
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3.2.2. Reservation Channels Strategy (RCS) : 

 Guard channels improve the probability of success of the handover by reserving a fixed number of guard channels reserved 
exclusively for Handover (Figure 5). The remaining channels are used for Handover and new contacts 

Figure 5. System Model with Priority and Reservation Channel for Handoff Contact 
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The blocking probability of new contacts is equal to: 
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The blocking probability of handover is equal to: 
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3.2.3. Guard Channels with Queue for Handoff contact (QPS +RCS):  

It is a combination of the two previous techniques queuing requests and guard channels strategy reserved exclusively for 
guards Handover . 

Figure 6: System Model with Reservation Channel and Queue for Handoff Contact 
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So we obtain: 
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   Where Pfh│k is a probability that a handoff request fails after joining the queue in position k+1. 

4.Result and Discusion  

 we suppose that  

 Contact duration is exponentially distributed with a mean of 1 min.  

 The trafic in the cells follows a poisson distrubtion 

 The average waiting time in the queue is exponentially distributed with a mean of 5 min.  

 Blocked contacts are lost and cleared. 

 The system has a total of 10 available channels per cell. 

 The queue length is infinite. 

 The simulation results obtained are taken after 10 000s  

For the RCS model, we studied three cases according to the guard channel rates used versus to all channels allocated for 
each cell. 

1-Cr=10% 

2-Cr=20% 

       3-Cr=3 
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Figure 7: Handover Probability Failure as Function of Traffic Intensity for RCS Model 

 

 

Figure 8: Handover Probability Failure as Function of Traffic Intensity for QPS +RCS t Models  

 

 

Figures (7) and (8) show handover blocking probability for the RCS and RCS + QPS   models respectively  depending on 
traffic density,   in the second case (RCS+QPS  )the decrease in the probability failure of handover is improved compared to 
the RCS model, this is due to the presence of the queue.  

5. CONCLUSION 

The handover is one of the critical procedures of communication in LEO satellite networks, the management of this 
mechanism must be set appropriately in order to maintain communication between pilots and controllers, and thus ensure 
an acceptable level of quality of communication.  

In this paper we have studied a handoff schemes for satellite constellation network to reduce the probability of forced 
termination of ongoing contact for serving air traffic control. The scheme employs a mobile aircraft priority based on the 
residual time of this one in overlap region. Fixed channel allocation (FCA) strategy is adopted for simulation results. In terms 
of CDP (Contact dropping probability), the results show that the value of this parameter is minimized for the RCS technique, 
this minimization is improved when using (RCS + QPS) technique. 
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ABSTRACT  
The radiative properties of nano-sized particles play a significant role in a widely range of industrial and engineering applications, such as 
chemical, electric power, industry, meteorology, biomedicine, biophysics, astronomy, combustion, fire and flame, as well as solar power 
plants. In the thermal applications field, nanoparticles are found to be an effective electromagnetic wave absorbers within UV–Visible 
wavelength range; where, short wavelength radiations include high energy photons. Because of their excellent and unique thermo-optical 
properties which are the basis of thermal phenomena and energy conversion, nanoparticles are used as working media in solar thermal 
collectors for photo-thermal energy conversion. The purpose of the present study is to investigate the applicability of absorbing 
(conducting) and non-absorbing (dielectric) nanoparticles in photo-thermal energy conversion. These particles are dispersed in a media to 
produce nanoparticle suspensions. The comparison between the radiative properties of the two nanoparticles with their suspensions is 
carried out. The radiative properties include scattering, absorption as well as extinction coefficients which are the most important 
parameters in the capture and utilization of solar energy. The contribution of particle scattering in the radiation attenuation is investigated 
by computing the single scattering albedo. Through the analysis of the radiative and thermal behaviour of the particulate medium, it is 
clear that photothermal conversion is important to not only the solar thermal systems, but also to the electricity generation and solar 
chemical technology, in addition to the other applications. 
 

Keywords: Nanoparticles, radiative properties, photo-thermal conversion.  
 

 

1. INTRODUCTION  

The most common energy transport that we feel every day is the radiative energy. The energy travels from the Sun to the 
earth is in the form of electromagnetic radiations, this energy is scattered and absorbed as it goes through the atmosphere, 
then it is heating up everything around. Electromagnetic radiations allow us to see and feel everything in our surroundings 
as heat and light. In this operation, it is not only the strength and direction of radiative energy that are important, but also 
the interaction of the radiations with the objects and how it energizes our life. 

Thermal radiation plays a signifcant role in many industrial and engineering applications, particularly at high temperatures. 
In the cases of convection and conduction, heat energy transfers between two objects depends on the temperature 
difference between these objects, the temperature difference may be slightly larger than one, and may reach two. In the 
thermal radiation transfer case which takes place between two distant objects depends on the difference between the 
fourth power of their absolute temperatures. If the materials properties are depend on the temperature and this included 
in the calculations, the radiative energy flux can be proportional to such a higher power of absolute temperatures, and as a 
result the importance of radiative energy transfer is dramatically enhanced at high temperatures. Because of this, radiation 
energy contributes significantly to energy transfer in combustion chambers, furnaces, rocket plumes, fires, high 
temperature heat exchangers, and during chemical explosions.  therefore, the radiative energy transfer would improve the 
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operation and design of such applications and devices. To this end, radiative energy transfer calculations need to be made 
strictly, which requires the utilize the accurate radiative properties. 

Radiative energy transfer governs the distribution of temperature of the sun and emitted objects. Understanding this 
directional and spectral nature of radiative energy propagation is the basis for solar energy utilization. Given that we need 
more sustainable and cleaner energy production for the daily purposes and growing population of Earth, implementation of 
optimum and efficient radiation energy transfer principles for solar energy utilization and capture which have an important 
impact on  the environment. 

When an electromagnetic radiation or a photon interacts with a participating (particulate), the intensity of the incident 
radiation may be changed by scattering and/or absorption. One of the common examples of this interaction is absorption of 
sunlight by a cloud of smoke (which is a multitude of suspension of fine particles in air), another example is the scattering of 
sunshine by the atmosphere (molecules in the atmosphere, in fact, these are tiny particles) resulting in  red sunsets and 
blue skies, and rainbow colors. Astrophysicists were the first dealt with radiation scattering by particles, and they were 
interested in the scattering of starlight by the dust. Scientists from other fields are concerned with the scattering of 
electromagnetic radiations: In the thermal field, photo-thermal energy conversion have been proposed by many 
researchers as one of the main energy sources. Therefore, solar power systems take a significant part of the research area, 
where the sustainable energy is needed. 

Through the analysis of the solar energy utilization technology, it is clear that photothermal energy conversion which is 
important to not only the thermal utilization, but also solar chemical technology and the electricity generation. In solar 
thermal systems, solar thermal collector is the most important part in the photothermal conversion. In regular solar 
thermal collectors, surfaces of the evacuated tube and flat plate are heated by the incident solar radiation and then the 
thermal energy is transfered away by the working media (fluids) through convective heat transfer. The thermal resistant in 
converting the incident solar energy into thermal energy of fluids is large especially when vapor or gas is applied as the 
working media. Thus, the surface that absorbs the solar radiation has high temperature. One of the most important 
drawbacks of surface absorber is the limit thermal efficiency. Besides the surface absorber, volumetric solar absorption is 
another type of solar absorber in which the incident solar radiation is absorbed by a volume of fluid rather than the surface. 
Compared with surface absorbers, volumetric solar absorbers have many prominent advantages. Specifically, when a 
suspension of smal particles is used. Because the suspended particles are in contact with the base fluid, the incident solar 
energy absorbed by suspended particles can be efficiently transferred to the continues phase (surrounding fluid). Particles 
dispersed in liquid or gas have large surface areas to volume ratio that can enhance radiation absorption as well as 
convective heat transfer. Therefore, volumetric radiation energy absorbtion can efficiently operate under a high solar flux. 

The progress in the nanotechnology and nanoscience during the past two decades or so that makes the application of 
nanoparticles in the solar thermal utilization. Specifically, the application of nanoparticle suspensions in solar thermal 
collectors which is proposed in different researchs. Indeed, nanoparticles are found to be an effective electromegnatic 
radiation absorbers at low wavelength range where short wavelength radiations included photons that carry high energy. 

2. LITERATURE REVIEW  

Radiative properties of nanoparticles and nanosuspensions have been widely investigated in the recent years, the effects of 
different nanoparticles types in addition to their physical and chemical characteristics on the radiative properties and 
radiative transfer phenomena have been observed.   

The study of Lorenz predates that of Mie, this work proposed the general theory that describing radiative scattering by 
absorbing spherical particle, the theory known as the “Mie theory”. Recently, in recognition of the contributions of Lorenz, 
the “Lorenz–Mie theory” becomes one of the most popular and reliable theory. The Lorenz-Mie theory cover the general 
scattering solution spherical particle (absorbing or non-absorbing) without limitation on particle size (Mie G. A. 1908). 

An extensive reviews on thermal radiation phenomena in particulate suspensions have been introduced by Dombrovsky 
and Baillis (Dombrovsky et al. 2010), and also by Tien and Drolen (Tien et al. 1987). 

Lord Rayleigh discussed radiation scattering and absorption by single spheres during the later part of the nineteenth 
century (Rayleigh 1964). 

the impacts of dependent scattering were studied in a medium consisting of two spheres at an arbitrary distance between 
them and the index of refraction typical for that of soot particles (Ivezic et al. 1996). 
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Dependent and independent scattering regimes were clarified for packed systems contain 10 spheres. A comparison study 
was carried out between the Foldy’s effective field approximation (EFA) and the quasi crystalline approximation (QCA) for 
nanoparticle suspension in the Rayleigh scattering regime (Prasher 2005). 

A hybrid methodology was introduced based on elliptically polarized light scattering (EPLS) to characterize metal oxide 
colloidal suspension (Aslan et al. 2006). 

A comparison was done on cases include both fluid base absorbing and non-absorbing matrix, also for metal and non-metal 
particles (Wei et al. 2012). 

A Theoretical method was developed for obtaining the radiative properties of nanoparticle suspensions with particle 
agglomeration. The microstructure of particle agglomeration groups have been generated using the diffusion limited cluster 
aggregation (DLCA) technique (Du et al. 2015). 

The thermo-optical properties were investigated for nanoparticle suspensions for low temperature direct absorption solar 
thermal collectors (temperature between 00 C and 1000 C) applications to study the potential of using suspended particles 
in solar power plants (Karami et al. 2016). 

In the present study, the applicability of the absorbing (conducting) and non-absorbing (dielectric) nanoparticles in photo-
thermal energy conversion is investigated. For that, two types of nanoparticles are proposed in the calculations, aluminum 
(Al) and alumina (Al2O3) nanoparticles, these nanoparticles are with particle size dp=50 nm and suspended in a medium 
(water) to produce a nanosuspensions.  The radiative properties (scattering, absorption as well as extinction coefficients) of 
the two nanoparticles types with their suspensions are calculated using the single scattering approximation technique 
based on the Lorenz-Mie theory. In addition, a comparison between the radiative properties of the two nanoparticles with 
their suspensions is carried out. 

3. DATA AND METHODOLOGY 

When incident radiations interact with participating (particulate) medium containing small particles, the intensity of the 
incident radiation may be changed by scattering and/or. How much it scattered or absorbed and into which direction an 
electromagnetic radiation passing through its vicinity depends on different parameters including (i) the shape and siz of the 
particle, (ii) the material of the particle (absorbing or nonabsorbing), (iii) the complex index of refraction, m = n − ik , and 
(iv) the clearance (surface to surface distance) between particles (Modest 2012, Howell et al. 2016).  

Different approaches have been considered to obtain the best fitted mathematical theory for describing the radiative 
properties of any particulate (participating) media. Light scattering by particles is characterized by the Rayleigh and the 
Lorenz-Mie theories. The Rayleigh scattering theory, after Lord Rayleigh, is applicable to dielectric (non-absorbing), 
spherical and small particle. On the other hand, the Lorenz-Mie theory, after Gustav Mie, is coverd the spherical particle 
(absorbing or non-absorbing) without limitation on particle size (Hahn 2009, Mishchenko 2014).  

The conditions of the Rayleigh scattering theory are x ≪ 1 and |m|x ≪ 1, where 𝑥 is the dimensionless size parameter 
(𝑥 = 𝜋𝑑𝑝/𝜆), 𝑚 is the complex refractive index (𝑚 = 𝑛𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒/𝑛𝑚𝑒𝑑𝑖𝑎), and 𝑛 is the refractive index. Fig. (1) describes the 

radiative phenomenon in a particulate media. This figure shows an enclosure containing suspended particles in a medium. 
When the incident radiation travels through this media, it is attenuated by absorption and/or scattering, while other 
incident radiations are transmitted through this media to the other side.    
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The Lorenz-Mie theory is proposed to present the interaction of incident radiation with a homogenous spherical particle. 

Based on such theory, the angular intensity functions (𝑖1 and 𝑖2) are describe the differential scattering cross sections, 
which are given by (Bohren et al. 1983, Mishchenko 2000): 

𝜎𝑉𝑉 =
𝜆2

4𝜋2 𝑖1

𝜎𝐻𝐻 =
𝜆2

4𝜋2 𝑖2

                                                                  (1) 

In these two equations, the subscripts 𝑉𝑉 and 𝐻𝐻  refer to vertically and horizontally polarized incident light. The radiative 
efficiencies 𝑄𝑖 for the interaction of radiation with a particle of radius 𝑟𝑝 is defined as: 

𝑄𝑖 =
𝐶𝑖

𝜋𝑟2                                                                          (2) 

 

Where,  𝐶𝑖 is the cross sections normalized to the particle cross section 𝜋𝑟𝑝
2, where 𝑖 refers for extinction (𝑖 = 𝑒𝑥𝑡), 

scattering (𝑖 = 𝑠𝑐𝑎) and absorption (𝑖 = 𝑎𝑏𝑠). Then, considering the conservation of radiative energy, the extinction 
efficiency and cross section is represented as (Howell et al. 2016): 

𝑜𝑟
𝑄𝑒𝑥𝑡,𝑝 = 𝑄𝑠𝑐𝑎𝑡,𝑝 + 𝑄𝑎𝑏𝑠,𝑝

𝐶𝑒𝑥𝑡,𝑝 = 𝐶𝑠𝑐𝑎𝑡,𝑝 + 𝐶𝑎𝑏𝑠,𝑝
                                             (3) 

In particulate suspensions with low particles volume fraction, the scattered intensity of a number of suspended particles is 
equal to the scattered intensity from a single particle multiple by the number of whole particles, which is known as the 
linear summation rule (SSA) (Howell et al. 2016). This rule is valid and suitable for most radiative transfer applications 
where independent scattering is considered. Then, the scattering and absorption coefficients of the suspended 
nanoparticles can be calculated as: 

𝜎𝑠𝑐𝑎𝑡 = 𝑁𝑄𝑠𝑐𝑎𝑡  and     𝜎𝑎𝑏𝑠 = 𝑁𝑄𝑎𝑏𝑠                            (4) 

where, 𝑁 refers to the number of particles per unit volume which can be replaced by the particles volume fraction as 
following: 

Transmitted 
photons 

Incident 
photons 

Absorbed 

photons 

Scattered 

photons 

Fig. (2) Incidence radiation on a particulate media  
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∅ = 𝑁𝑉𝑝 = 𝑁𝜋
𝑑𝑝

3

6
                                                                 (5) 

where, 𝑉𝑝 is the volume of the particle. 

Then, the scattering and absorption coefficients become: 

𝜎𝑠𝑐𝑎𝑡 =
3
2

∅ (𝑄𝑠𝑐𝑎𝑡)
𝑑𝑝

𝜎𝑎𝑏𝑠 =
3
2

∅ (𝑄𝑎𝑏𝑠)
𝑑𝑝

                                                               (6) 

The extinction coefficient (scattering+absorbtion) of the nanoparticles is as following: 

𝜎𝑒𝑥𝑡,𝑝 = 𝜎𝑠𝑐𝑎𝑡 + 𝜎𝑎𝑏𝑠                                                              (7) 

Yet, only the effect of the suspended particles on the radiative phenomena is demonstrated. While, any absorption effect 
comes from the medium should be included in the calculations. Therefore, the extinction coefficient of the medium is 
obtained from (Otanicar et al. 2009): 

𝜎𝑒𝑥𝑡,𝑚 =
4𝜋𝑘𝑚𝑒𝑑𝑖𝑢𝑚

𝜆
                                                               (8) 

where, 𝑘𝑚𝑒𝑑𝑖𝑢𝑚 is the absorption index for the medium (water) that varies as a function of wavelength.  

Then, the total nanoparticle suspension extinction coefficient when combined is as given below: 

𝜎𝑒𝑥𝑡,𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑒𝑥𝑡,𝑝 + 𝜎𝑒𝑥𝑡,𝑚                                                      (9) 

To explain the importance of the particle scattering behaviour in the total radiation attenuation, the single scattering 
albedo (ωλ) is calculated, which is an important parameter specifically for non-absorbing (dielectric) particles: 

ωλ =
σscat,p

(σabs,p+m + σscat,p)
=

σscat,p

σext,total
                                 (10) 

4. FINDINGS AND DISCUSSIONS 

Two types of nanoparticles are under investigation in this study, Aluminium (absorbing particle) and alumina (non-
absorbing particle), the two nanoparticles at the same size dp = 50 nm suspended in the base fluid (Water) with different 

particle volume fraction (0.001, 0.006, and 0.01 %). Therefore, the comparison in the radiative properties is carried out 
between two different particle types and with different particle concentration in the same medium. The radiative 
properties is the basis of the photothermal energy conversion, where the incident light intensity is converted to the thermal 
energy (the radiation is attenuated inside a media). 

Fig. (2) shows the radiative efficiencies of the two nanoparticles types, the results obtained from the Lorenz-Mie theory. 
Zero absorption efficiency is obtained for the alumina (Al2O3) nanoparticles, and aluminium (Al) particle shows a high 
scattering efficiency in comparison with that from the another particle. The radiative efficiency is inversely proportional 
with the wavelength, where nanoparticle is found to be an effective electromagnetic wave scattering and absorption at low 
wavelength (depending on te type of the particle). Aluminum particle shows high optical efficiencies in comparison with the 
second particle type (Al2O3) particle at the same wavelength. 
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Fig. (3) shows the scattering coefficient for the the two nanoparticles, it is obtained based on the single scattering 
approximation for three particle volume fractions as shown in the figure. In the single scattering approximation approach 
particles are treated individually and the overall radiative properties are obtained by including the effect of the total 
particle number. The absorbing (Al) nanoparticle show the highest value of the scattering coefficient in comparison with the 
non-absorbing (Al2O3) nanoparticle. The effect of particles number (particle volume fraction) on the scattering coefficient 
is explained, where the scattering coefficient directly proportional with the particle number. Generally, the impact of the 
scattering coefficient on the radiation attenuation is observed up to wavelength value 400 nm, and as the wavelength 
increases to a vlaue longer than this value the effect of scattering coefficient disappears. That is because the small size of  

 

 

 
 

Scattering phenomena for particles in a participating media are affected by number of parameters including particle type, 
size, structure as well as the effect of the scattering from other particles in the same medium. The optical properties of a 
particle carries a significant impact on the radiative transfer phenomena.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (2) Radiative efficiencies (scattering and absorption). (A) 𝐀𝐥 and (b) 𝐀𝐥𝟐𝐎𝟑 nanoparticles  

(A) (B) 

Fig. (3) Scattering coefficient for the nanoparticles. (A) 𝐀𝐥 and (b) 𝐀𝐥𝟐𝐎𝟑 nanoparticles  

(A) (B) 
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The absorption coefficient of the Al nanoparticle is shown in Fig. (4). The same behaviour of the scattering coefficient, the 
absorption coefficient of the absorbing (Al) particle is inversely proportional to the wavelength. On the other hand, zero 
absorption coefficient is obtained for the non-absorbing (Al2O3) nanoparticle. These are a result of the optical properties 
for the both nanoparticles, where each type of nanoparticles has its own optical (refractive and absorbtion) indices. The 
effect of particle concentration is also demonstrated in this figure.  

Absorption coefficient play a signifcant role in the radiative transfer phenomena, which can be observed from the radiative 
transfer equation. In general, scattering and absorption coefficients of particulate media carries important impact in 
different applications. In thermal applications, these coefficients represent how mutch light is attenuated inside a medium.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (5) shows the total extinction coefficient for the nanoparticle suspensions. The total extinction coefficient includes the 
effects of both nanoparticle and medium (water). The comparison between the two nanosuspensions types (water based Al 
and Al2O3) shows the importance of scattering and absorption coefficients of the nanoparticles in the radiation 
attenuation specifically at low wavelengths. While, the absorption coefficient of the medium play a significant role at longer 
wavelength (Infrared wavelength range). Radiation attenuation of a media indicates the photothermal energy conversion in 
such media.   

 

 

 

 

 

 

 

 

 

 

Fig. (4) Absorption coefficient for (𝐀𝐥) nanoparticle 

Fig. (5) Extinction coefficient for the nanoparticle suspensions. Water based (A) 𝐀𝐥 and (b) 𝐀𝐥𝟐𝐎𝟑 
nanosuspensions 

(A) (B) 
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To explain the effect of the particle scattering behaviour on the total extinction coefficient , Fig. (6) shows the single 
scattering albedo for the nanoparticle types. A signifcant value of the single scattering albedo is observed for the water 
based Al2O3 nanosuspensions, where this particle is a non-absorbing partilce and only scattering from the particle is 
contributed in the total extinction coefficient. While, for the other nanoparticle (Al) low value of the single scattering 
albedo is obtained because the effect of the particle absorption is included in the total attenuation coefficient. In general, 
the single scattering albedo decreases as the wavelength becomes longer as a result of decreasing the scattering values.  

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSION 

 

 

 

Nanoparticle are introduced for use in a wide range of industrial and engineering applications. Promising applications 
required suspended nanoparticles play a significant role in the thermal and optical properties at different wavelength 
ranges. Different nanoparticles have their own properties, and investigations are required to optimize the radiative 
properties for different nanoparticles (absorption and non-absorption nanoparticles). The present study, explored different 
radiative properties for these nanoparticles at different conditions (particle volume fraction) which is desired for a specific 
application including photothermal energy conversion.   

Indeed, different radiative properties are obtained by changing particle concentration in the same medium, which is desired 
when a specified radiative properties is desired. In the field of photo-thermal energy conversion, optimizing the radiative 
properties of a participating medium is desired, where the amount of attenuated light represent the energy conversion in 
such media.  
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ABSTRACT  
This paper suggests a homework system based developing a website. By using the suggested homework system, hard copies of homeworks 
were replaced by soft copies. It is expected to participate in applying Saudi Arabia’s Vision 2030, specially in the education sector, where it 
considers that the primary education is its foundation stone, as the success of the Vision depends in large assess on reforms in the 
education system generating a better basis for employment of young Saudis. 
 

Keywords: Homework, teacher, parent, education, system, vision 
 

 

1. INTRODUCTION 

Homework is a long-standing education tradition that, until recently, has hardly ever been questioned. It has many types of 
definitions; it is defined as out-of-class tasks assigned to students by their teachers as amplification or an extension of 
classroom. Homework is a headache for most parents because it is a daily obligation [3]. The author [2] discussed how to 
advice parents to be powerful leaders in their kid's education. He answered the most common questions parents ask such 
as When do I reward and when do I punish?, How do I give advice about studying without getting backtalk?, How much 
should I review homework?, How do I help my stressed out child who takes school too seriously? 

What do I say when my child says "I don't care" about school?, How do I help my disorganized child without feeling like I am 
his secretary?, and so on. 

A popular book [1] introduced the term homework from the respect of recent changing in culture and in the different 
societies. However, Internet and bookstores are full of books offering parents advice on how to get children to do 
homework, but still homework has become problematic for more and more students, parents, and teachers. As the culture 
has changed, and as schools and families have also changed. 

For sure homework places great importance in the educational process, moreover, [5] considered homework as a base for 
the learning process. The Ministry of Education in Saudi Arabia, general education sector, annually provides students with 
hard copies of homeworks note for free. Nevertheless that costs the Ministry of Education a huge amount of money. This 
paper suggests a homework system based on developing a website application. By using the suggested homework system, 
hard copies of homeworks are replaced by soft copies. From different viewpoint, parents were not involved in the 
educational process over the past few years. Recently, involving parents in children’s education is being placed in the 
educational process. The suggested homework system engages parents and teachers on a day-to-day basis. Teachers can 
send homework to the system; parents can browse them, therefore they encourage their children to do their homework. 

The objective of this paper is to provide a framework for a homework system that would help teachers and parents in 
collaborating goals that best fit students’ achievement. The suggested homework system is expected to participate in 
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applying Saudi Arabia’s Vision 2030, which it considers a cornerstone of education. The success of the Vision depends on 
large assess on reforms in the education system generating a better achievement. 

2. SAUDI ARABIA’s VISION 2030 

Vision 2030 was approved by the Saudi cabinet on 25-April-2016, which confines the objectives of the government for the 
coming 15 years. According to reference [4], the vision carefully addresses three major themes (society, economy, nation), 
and assigns goals to each sub-theme, then concludes with commitments for each theme. Among the commitments that are 
applicable to education, research, and renewable energy. The vision gives young Saudi students extraordinary significance. 
It plans to build a centralized student database tracking students from early childhood through to K-12 and beyond into 
tertiary education (higher and vocational). 

Vision 2030’s view about the transformation process of Education in Saudi Arabia, its goal is to draw their attention to 
attract and retain the finest Saudi and foreign minds, and facilitate all needed requirements for them, in addition, to 
provide them with all they need.  

To this end, and for getting excellent impacts, we will prepare a modern curriculum focused on rigorous standards in 
literacy, numeracy, skills and character development. The vision will track progress and publish a sophisticated range of 
education outcomes, showing year-on-year improvements. It will work closely with the private sector to ensure higher 
education outcomes are in line with the requirements of the job market [6]. Additionally, The vision will continue to 
improve and reform their regulations, paving the way for investors and the private sector to acquire and deliver services – 
such as…education – that are currently provided by the public sector. The vision will look to shift the government’s role 
from providing services to focusing on regulating and monitoring the educational system. It will build the capability to 
monitor this transition. 

Saudi Arabia’s Vision 2030 sets out a motivated road-map for education development in the Kingdom of Saudi Arabia. This 
road-map reflects a collective vision for developing curricula, teaching methods, students’ values and institution skills.  

3. COLLECTING DATA 

No doubt good data collection is the foundation, on which good research is built [7]. 

Our group was enabled to gather data information through interviews of respondents from the different schools.  The 
respondents included teachers, psychologists, and socialists. This was used as the primary method in collecting data on the 
preferred use of the end-user on the supposed system. 

All of this information was gathered in order to be of help in comparing between the current system and the suggested 
homework system. 

We had a discussion and shared different ideas in sequence to decide the best way to develop the suggested homework 
system. The choices were, developing a website or developing a mobile application. After discussion and review of the data, 
the decision was to build a website. We also decided the programming language to be used and other applications and 
materials needed in turn to make the suggested system possible.  

In addition to interviews, the data on which this study was based was obtained from a questionnaire. The questionnaire 
was distributed over different types of social media sites.  

4. RESULTS 

The questionnaire conducted in a nationwide of a randomly selected sample of 377 persons.   41.8 % out of them were 
teachers, and 58.2 % were parents. Regardless of Poll, (Fig.1) the majority members of the random selected sample were 
parents. Respondents completed an extensive questionnaire whose main issue of investigation was a comparison between 
the current system and our suggested system. In respect of using the current system, we examined the effect of 
handwriting notes of homeworks on lecture time. 85% of teachers answered that handwriting notes are time consuming 
(Fig.2). Specifically, we related these answers to the benefits of using the suggested system; it was found that 87.4 % out of 
127 teachers’ responses presented their willingness to use the suggested homework system (Fig.3). Comparing with 92 % 
out of 177 parents’ responses presented their willingness to use the suggested homework system (Fig.5). 

The data assembled asked parents many questions such as “has it happened that your son/daughter has forgotten his/her 
homework note, and that reflected negatively on his/her academic achievement?” Poll shows that about 39% of parents 
have agreed, 28.8% disagreed, 32.2 % said sometimes out of 177 respondents (Fig.4). 
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The suggested homework system will empower parents and teachers in collaborating together in order to improve 
students’ achievement.  

Figure 1:” Is the responder a teacher or a parent?” 

 

 

Figure 2: Questionnaire asked teacher” Do you think that handwriting notes of homework is time consuming                               
for lecture time?” 

 

 

Figure 3: Questionnaire asked teacher “Are you going to use our suggested system?” 
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homework is time consuming for lecture time? 

Dear Teacher 

Yes 
No 
Sometimes 

Teacher 
Parent 

Dear Teacher 

Are you going to use our suggested 

system? 

Yes 
No 
Sometime
s 

Are you? 



2nd World Conference on Technology, Innovation and Entrepreneurship (WCTIE-2017), V.5-p.397-401  Elgimari, et al. 

_____________________________________________________________________________________________________ 
 DOI: 10.17261/Pressacademia.2017.616                                         400                                                          PressAcademia Procedia 

 

 
 

Figure 4: Questionnaire asked parent “Had it happened that your son/daughter forgotten his/her homework 
note, and that reflected negatively on his/her academic achievement?” 

 
 

Figure 5: Questionnaire asked  parent “Would you  use our suggested system?” 

 

 

5. CONCLUSION 

In this paper, a homework system is suggested in order to support Saudi Arabia’s Vision 2030 in transmitting from using 
traditional learning methods to contemporary learning methods. In sequence, to check the impact of our suggested 
homework system, a questionnaire was developed. In recent years, involving parents in children’s education is being placed 
in the educational process; therefore, Respondents of our developed questionnaire included teachers and parents. 
Although both teachers and parents have been asked by our developed questionnaire, the questionnaire has been more 
attractive for parents (58.2 %) comparing with teachers (41.8 %). The end-users of the suggested homework system will be 
parents, teachers, and administrators. In summation, Polls show that both parents and teachers are willing to use our 
suggested homework system; moreover, teachers are enthusiastic to discontinue using the traditional methods in teaching. 
Our suggested homework system will support vision 2030 to be well applied on technological basis. 
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ABSTRACT 
Boron is one of the most important richnesses of Turkey  which has approximately 72% of the known boron reserves globally. The 
production of boron compounds has essentially expanded recently due to increasing demands.  Colemanite rich in boron is a common raw 
material to produce boron components and the first step of this process is the dissolution of colemanite by using different leaching 
solutions. The main aim of the study is to investigate the optimization of dissolution of colemanite in potassium dihydrogen phosphate 
(KH2PO4) solution. Taguchi method was used to determine the optimum conditions while effectiveness of the parameters were identified 
by variance analysis. Reaction temperature (T), KH2PO4 concentration (C), stirring speed (W), solid to liquid ratio (S/L), and particle size (D) 
of colemanite were selected as parameters affecting the rate of colemanite dissolution. The optimum conditions for these parameters 
were determined. As a result of the experiment made under optimum conditions, both 98% of B2O3 passed into the solution and potassium 
borate by-product were produced by crystallization. 
 

Keywords: Colemanite, optimization, potassium dihydrogen phosphate, taguchi method. 
 

 
1.INTRODUCTION 

Boron is an important element which has the capacity to form a large number of complex chemical compounds. Boron is 
videly used in a diversity of applications including the nuclear, fuel, glass, electronic and computer, energy devices, 
medicine, cosmetics, paper, plastics, metallurgy, textile and agriculture industries [1]. Almost 72% of the world boron 
reserves are found in Turkey. The most important of these boron ores are colemanite, tincal and ulexite.  Colemanite has a 
monoclinic crystal structure with a chemical formula of 2CaO.3B2O3.5H2O. It is used to produce boric acid (H3BO3), which is 
an important boron chemical and based on the reaction of colemanite and sulfuric acid(H2SO4)  at 88-92 

o
C [2]. The use of 

H2SO4 in boric acid production from colemanite ore has several problems cuse of decomposition of some minerals like 
calcium and magnesium in the colemanite ore by H2SO4. On the other hand, a form of gypsum that is a by-product of this 
process is released into the nature and causes environmental pollution[3, 4]. 

It was known that there are many studies in the literature about the investigation of the optimum condition for boric acid 
extraction from various minerals with using different leaching solutions. Some of them are showed in Table 1. 

The aim of our study is to investigate the optimum condition for boric acid extraction from colemanite ore with using 
KH2PO4 solution in a mechanical stirrer system and declare an alternative process to produce the boric acid. The gypsum is 
not regarded as a by-product during the process. This prevents both environmental pollution and facilitates filtration. This is 
the most important advantage of our process when compared to other boric acid production processes. In addition, 
because it is a weak acid, KH2PO4 does not cause the dissolution of other minerals except boron. Thus, the boric acid purity 
is increased. For these reasons we believe that the investigation of the dissolution kinetics of colemanite in KH2PO4 
solutions will be beneficial to the solution of these problems appeared during boric acid production. No study was found 
including the dissolution kinetics of colemanite in KH2PO4 solutions. Reaction temperature, KH2PO4 concentration, stirring 
speed, solid to liquid ratio, and particle size of colemanite were selected as parameters. Taguchi method was used to 
determine the optimum conditions for boric acid extraction from colemanite. 
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Table 1: Earlier Studies on the Reactions of Various Minerals with Using Different Teaching Solutions 

Boron Minerals Leaching Solutions References 

 
Colemanite 

Supercritical carbon dioxide [5] 
Propionic acid [6] 

Nitric Acid [7] 
Carbon Dioxide [4] 

 
 

Tincal 
Phosphoric Acid [8] 
Sulphur dioxide [9] 

Water [10] 
 

 
Ulexite 

Sulphuric acid [11] 
Phosphate acid [12] 
Sulphur dioxide [13] 

2. MATERIALS AND METHOD  

2.1. Materials   

The colemanite ore used in the study was obtained from Emet-Mine (Kütahya-Türkiye). The samples was crushed, ground, 

and then sieved by using ASTM standard sieves to obtain  1550, 780, 390, 165 m average size fractions.  The chemical 
composition of the ore was determined by volumetric and gravimetric methods. The chemical analysis of these fractions is 
given in Table 2. There was no definitive trend between the B2O3 content and particle size ranges. XRD was obtained from 
the original sample and is shown in Fig. 1. Investigation of the diffractogram indicates that in the sample from Emet, apart 
from clay, the basic components are colemanite (2CaO.3B2O3.5H2O) and Calcium oxide(CaO).    

Table 2: Chemical Analysis of Colemanite Minerals  

Component B2O3 CaO H2O SiO2 and others 

% 44.20 26.75 22.20 6.40 

 

Fig. 1:  X-ray Diffraction of Colemanite Ore
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2.2. Experimental Procedure  

A 500 mL jacketed glass reactor furnished with reflux condenser, a mechanical stirrer with tachometer for mixing, a fixed 
temperature circulator in order to keep the reaction temperature constant were used in the experiments carried out under 
atmospheric conditions. Solid material in accordance with the determined solid-liquid ratio was placed in the reactor and 
200 mL KH2PO4 solution was added. After the reactor contents reached the determined temperature the experiment 
started. The experimental setup is shown in Fig. 2.  

Fig. 2: Experimental Setup Used for the Dissolution Process 

 

1- Fixed temperature circulator, 2- Speed control tachometer , 3- Mechanical stirrer, 4- Reflux condenser, 
5- Thermometer, 6- Jacketted glass reactor 

2.3 Statistical Method  

The optimization of dissolution conditions of the ores has a great importance in the industrial fields. For this reason a lot of 
studies have been made by researchers using various methods such as Taguchi[12, 14, 15] the factorial experimental design 
[8, 16-18] and the orthogonal central composite design [19, 20]. 

In this study, the Taguchi method was used as the optimization method. Keeping experimental costs to a minimum, the 
advantage of the Taguchi method over other classic experimental design methods is that as the performance value is 
brought to the mean target,variability around the target is minimized and the optimum conditions obtained in the 
laboratory environment can be obtained in the true production environment [21]. 

During Taguchi method, the following stages were completed  [22, 23]. 

 Determination of performance characteristic and choice of process parameters  

 Determination of parameter levels for the process and possible internal interaction between parameters 

 Choice of appropriate orthogonal pattern and insertion of parameters 

 Completion of experiments in the orthogonal pattern 

 Calculation of performance characteristic 

 Analysis of experimental results using ANOVA and performance characteristic 

  Determination of optimum levels of process parameters 

 Confirmation of optimum conditions with confirmation experiments 
 
During identification of optimum levels of parameters, the performance statistical formula for the three characteristics 
above are: 

For situations where larger is better: 
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For situations where smaller is better: 
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For better target value: 
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If the aim of the process is to reach maximum value, the parameter levels making the SNL value maximum are optimum. If 
the aim is to reach a minimum, in this situation the parameter levels making SNS maximum are optimum. 

If the experiment with optimum study conditions in the Taguchi method is not in the experimental plan, in addition to 
performance value, (Eq.(4))may be used as an additional model to estimate the dissolution percentage. 

Yi= µ+ Xi+ei (4) 

As the Yi calculated from experimental results is a point estimate, to determine whether the additional model is sufficient, a 
confidence interval for estimate error should be created. The confidence interval is found using the equation below [24]. 
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If the estimate error is outside these limits, the additional model may not be sufficient. If the opposite is true, the additional 
model is sufficient. If the experimental results are given as percentage, before using the Yi equation, omega transformation 
of obtained percentage values is performed [23]. Later the omega value estimated for optimum conditions from obtained 
values is found using this equation: 









 1

P

1
10LogΩ(db)

 (8) 

After calculations, the same equation is used for inverse transformation. 

In this study parameter levels were determined in light of preliminary experiments and inserted into an orthogonal 
experimental design. To determine uncontrolled effects on the process (noise sources), experiments were repeated twice 
at separate times under the same conditions and larger, better performance characteristics were chosen as optimization 
criteria (Eq.(1)). 

As the value calculated from (Eq.(4)) is a point estimate, to understand whether the additive model is sufficient or not, the 
confidence interval for the estimate error was calculated using (Eq.(5)). 
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3. RESULTS AND DISCUSSION  

3.1. Dissolution Reactions  

3.2. Optimization Experiment Results  

The number of parameters determined in optimization studies was 5, and for each parameter 4 different levels were 
investigated. The chosen parameter values and levels for the experiments are given in Table 3. In accordance with this 
situation, an L16(4

5
) factorial fractional experimental design plan was chosen. According to this experimental plan, the 

heterogeneous mixture obtained at the end of experiments was filtered with a vacuum pump. The filtrate was analyzed for 
B2O3 and the results of % B2O3 amounts in filtrate are given in Table 4.  

Table3: Parameters and Their Ranges 

Parameters Values 

A: Reaction Temperature, K  303, 313, 323, 333 

B: Particle size, m 1550, 780, 390, 165 
C: Solid/liquid ratio, g mL-

1
 0.02, 0.04, 0.08, 0.17 

D: KH2PO4 concentration, M 0.50, 1.00, 1.50, 2.00 
E: Time, min 15, 30, 45, 60 

 Table 4: L16(4
5
) Experimental Plan and Results of Experiments 

Experiment 
No 

                                 Parameter Levels 1st Series 
Experiments 

2nd Series 
Experiments 

 A B C D E B2O3(%) B2O3(%) 

1 1 1 1 1 1 15.83 22,17 

2 1 2 2 2 2 31.95 32.61 

3 1 3 3 3 3 35.33 38.48 

4 1 4 4 4 4 54,45 55.60 

5 2 1 2 3 4 50.14 49.32 

6 2 2 1 4 3 90.87 87.20 

7 2 3 4 1 2 22.03 21.03 

8 2 4 3 2 1 51.76 49.32 

9 3 1 3 4 2 48.81 44.06 
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10 3 2 4 3 1 28.40 28.63 

11 3 3 1 2 4 99.8 99.90 

12 3 4 2 1 3 67.00 60.83 

13 4 1 4 2 3 28.15 30.42 

14 4 2 3 1 4 39.93 41.93 

15 4 3 2 4 1 99.85 99.95 

16 4 4 1 3 2 93.96 98.65 

3.3. Statistical Analysis  

The data were analyzed using a statistical program. For effective parameters on the solution process and to find their 
confidence levels, variance analysis (ANOVA) was completed. ANOVA is used to understand whether process parameters 
are statistically significant or not. To determine the process parameters with most significant effect on the solution process 
the F test was used. For each parameter of the process, the F value is the ratio of the total square of the deviation error to 
the total square of the error. Generally parameters with larger F value have greater effect on the process. 

The ANOVA analysis results for B2O3 are given in Table 5. When Table 5 is investigated, the highest F values were observed 
to be for solid/liquid ratio and KH2PO4 concentration.  

Table 5: ANOVA Table for B2O3 in Optimization Experiment 

Parameter SS Df MS F 

A 4188.7 3 1396.2 271.07 

B 5004.4 3 1668.1 323.86 

C 5511.9 3 2837.3 550.85 

D 5276.9 3 1759.0 341.49 

E 790.1 3 263.4 51.13 

Error 82.4 16 5.2  

Total 23854.4 31   

 

To obtain optimal dissolution performance, for situations where larger is better performance characteristic (Eq.(1)) has 
been taken for dissolution of B2O3. The order of graph in Fig 3 is according to the degrees of he influences of parameters on 
the performance characteristics. The effect of each parameter on the optimization criteria for B2O3 is shown in Fig. 3.  

Fig. 3: The effect of each parameter on the optimization criteria for B2O3 
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The optimal level of process parameter is the level with the highest SN ratio value calculated by Eq.(1). The numerical value 
of a maximum point corresponds to the best value for that parameter in Fig. 3. These values are seem to be A4 (333 K), 

B4(165 m ), C1(0.02 g mL-
1
), D4(2 M), E4(60 min). 

X-ray diffractogram of the solid product obtained from the optimum condition is shown in Fig. 4. As seen from the 
diffractogram of the solid product in Fig. 4, the basic component is Calcium Hydrogen Phosphate Hydrate – CaHPO4 2.H2O.  

 

Fig. 4:  X-ray Diffraction of Solid Product 

 

4. CONCLUSION 

 The effective parameters on the dissolution of colemanite ore in KH2PO4 solutions are solid/liquid ratio and 
KH2PO4 concentration 

  The optimum conditions for the maximum B2O3 dissolution was determined as follows: temperature, 333 K; 
particle size, 165 µm; time, 60 min; solid-liquid ratio, 0.02 g/mL and KH2PO4 concentration, 2 M.  

 Under these optimum conditions 98% B2O3 dissolved. 

 As seen from the diffractogram of the solid product in Fig. 4, the basic component is Calcium Hydrogen 
Phosphate Hydrate – CaHPO4 2.H2O.  

 As a result, the additive model is appropriate to describe the dependence of the process on the studied 
parameters. 

Nomenclature 
 
N    Repetitive experiment number 
yi  Performance value 
SNL,SNS,SNTk  Performance statistics 
Yi  Estimated performance value of experiment   
µ  Total average of performance value 
Xi  Total efficiency size of parameter levels used in the 

experiment 
ei      experimental error 
Se  confidence interval for effects of parameters 
nA1  experiment number belonging to A parameter 

2

e   Variance of error 
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ABSTRACT  
Demand for electricity is increasing due to population growth, the development of technology and the level of prosperity of communities. 
Coal, natural gas, oil, etc., which are called traditional sources can no longer meet this demand. In addition, these resources are harmful to 
the environment and have high costs. For all these reasons, the trend towards alternative energy sources is increasing. These sources are 
called renewable energy sources. Solar, wind, water, geothermal etc. as examples of renewable energy sources. In addition to producing 
enough energy, it is also necessary to use the produced energy efficiently. This is defined as the energy quality (power quality). The power 
quality parameters are defined to keep the obtained electric energy within certain limits in terms of quality. These parameters include; 
harmonic, voltage flicker, voltage deviation etc. Through this study; it has been analyzed, with the increasing number of solar power plants 
connecting to the network, what kind of changes occurred in the electricity network and how the solar power plants affect the network in 
terms of energy quality. The analysis was carried out by evaluating the one month data from a 5 MW solar power plant. 
 

Keywords: Renewable energy, solar power plant (SPP), power quality, harmonic, voltage deviation. 
 

 

1. INTRODUCTION 

With each passing day the development of technology and the increase of the human population increases the energy 
demand (electricity energy). Figure-1 shows this situation clearly in Turkey scale. When Figure-1 is examined; while the 
energy demand of Turkey is 40,000 MW in 2015, it is expected that this demand will be about 60,000 MW in 2024.(Tekin et 
al., 2016a) 

Energy circles in the world are turning to alternative energy sources because traditional resources (petroleum, coal, natural 
gas, etc.) are both harmful to nature and depletion of reserves. Hydro, solar, wind, biomass and geothermal energy can be 
given as examples to these alternative sources and clean energy production sources.(Tekin et al., 2016a) 

In addition to the production of electricity, it is also important to use the produced energy efficiently and in good quality; 
because the lack of quality of electricity affects both producers and consumers as well as the economy in the negative. The 
concept of power quality has been introduced to reduce these negatives the least and to determine the sources that affect 
the quality of electricity in a negative way more quickly. 

Power quality is a set of constraints that allow devices to behave in the desired way without performance and lifetime 
losses. The poor quality of the energy can cause equipment such as microprocessors which are sensitive to current or 
voltage imbalance used in the industry and the equipment used by the consumer to be damaged.(Kocaman and Özdemir, 
2009) Energy quality distortions classified as; current and voltage harmonics, voltage sags & swells, flicker, neutral-to-
ground potential difference, current and voltage imbalance between phases, frequency change, etc.(Şahin et al., 2014) 
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Figure-1: Electricity Energy Demand Forecast of Turkey Between 2015-2024   

(Türkiye Elektrik Enerjisi 5 Yıllık Üretim Kapasite Projeksiyonu, 2015) 

  

In order to avoid the above mentioned inconveniences, power quality parameters have been controlled all over the world 
by introducing restrictions by regulations. "Regulation on Procurement Duration, Commercial and Technical Qualities of 
Electricity Power Supplied in Electricity Market Distribution System" covers these limitations for Turkey. 

Based on the importance of the above-mentioned issues, the 1-month electrical data from a 5 MW Solar Power Plant (SPP) 
was taken with the help of a power analyzer and from this data it was evaluated how this SPP influenced the network in 
terms of harmonics and voltage deviations. 

2. LITERATURE REVIEW  

Gabriel Tanasescu and colleagues (2016) investigated how a 5 MW solar power plant affected the interconnection network 
in terms of flicker. In another study, Semih Hürmeydan et al. (2016) investigated how small-scale SPPs affect the network's 
in terms of power quality (harmonic and voltage imbalance) at low voltage levels. Pertti Pakonen et al. (2016) they 
evaluated the voltage flicker, total harmonic distortion and total demand distortion values by connecting a 6 kW SPP to the 
network. And they observed that flicker increased in cloudy weather. They also emphasized the need for good design of the 
inverter so that the SPP does not adversely affect the power quality. Amirullah et al. (2015) investigate how total harmonic 
distortion and total demand distortion are affected by the coupling of SPPs to the networks to which residential and 
industrial loads are separately connected. As a result, both values are understood to comply with IEEE standards. Carlos 
Gonzalez et al. (2012) investigate how overvoltage, undervoltage and voltage imbalance phenomena are affected by the 
connection of a feeder where residential loads are connected together with SPP at low voltage level. Minas Patsalides and 
colleagues (2012) have modeled the system to analyze harmonic variations by connecting the increasing number of SPP to 
the distribution network. And as a result of the study, they arrived at the conclusion that the SPPs did not pose a threat to 
the network and that the harmonics were within the limit values. Pedro A. B. Block et al. (2014), in their study; they 
evaluated how to change the power quality parameters by connecting a 1 MVA SPP to the network. And at the end of the 
study, increases in current harmonics were observed at sunrise and sunset. 

In our study, actual measured values were taken from the point (medium voltage level=36,000), which is connected to a 5 
MW large-scale SPP interconnection network. In the direction of datas; daily, weekly and monthly changes in power quality 
(harmonics and voltage deviations) caused by SPP during the winter months in the network were investigated. 

3. DATA AND METHODOLOGY 

3.1. Power Quality Parameters 

3.1.1. Harmonics 

Harmonics can be defined as all electrical signals originating from nonlinear loads or from unbalanced generators, except 
for network frequency (50 Hz). Harmonics (3, 5, 7, ...), which are single times the main frequency, are called odd harmonics, 
and which are double times the main frequency (2,4,6 ...) are called even harmonics. Harmonics which smaller than 50 Hz 
are called subharmonics, and which is not a complete rigid of 50 Hz are called interharmonics (for example, 170 Hz).(Tekin 
et al., 2016b) 

Harmonics are one of the most important of energy quality parameters. Due to the economic effects of harmonics and the 
ability to adversely affect network operation, power systems must be monitored in detail.(Şahin et al., 2014) 

Harmonics do not only distort the waveforms, but also they can lead to overheating of transformers and conductors; 
deterioration of di-electric materials such as cables and capacitors, heavy damage, reduced efficiency, reduced economic 
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periods of use; increased losses in power lines; communication systems near the power lines may be adversely affected, 
overheating in electric machines, noisy operation and mechanical oscillations.(Keçecioğlu et al., 2015) Harmonic 
contamination can often be carried over the electricity distribution system and affect neighboring facilities in the same 
system.(Şahin et al., 2014) 

The most important parameter defined for harmonic distortion is Total Harmonic Distortion (THD). THD is an indication of 
an impairment in an electrical signal. The boundary values of this variable are specified in IEEE 519-2014 standards. THD 
formula for voltage is given in Equation-1.(Tekin et al., 2016b) 

𝑇𝐻𝐵𝑉 =
√∑ 𝑉𝑖

40
𝑖=2

𝑉1
× 100   (EPDK, 2016)                                                                                                                               (1) 

The boundary values of voltage harmonics in the IEEE 519-2014 standard are shown in Table-1. 

Table 1: Boundary Values for Voltage Harmonics  (IEEE 519-2014 Standard, 2014) 

Barrier Voltage at Common 
Port 
(V) 

Odd 
Harmonic 

(%) 

Total Harmonic 
Distortion THD 

 (%) 

V≤1 kV 5 8 

1 kV<V≤69 kV 3 5 

69 kV<V≤161 kV 1.5 2.5 

161 kV<V 1 1.5* 

* 
High-voltage systems can have up to 2.0% THD where the cause is an 
HVDC terminal whose effects will have attenuated at points in the 
network where future users may be connected. 
 

3.1.2. Voltage Deviation (ΔV) 

The voltage deviation is that the network voltage goes below or exceeds the rated voltage. The limit value defined for 
voltage deviation in Turkey is ± 10%. 95% for a week of values taken from the system should remain in this limit. It is the 
responsibility of the distribution company to keep the mains voltage at these values. There can be many reasons for voltage 
deviation; but this study focuses on the effects of grid-connected SPP on this parameter.  

In Turkey, the limit values for the voltage deviation allowed to be formed in the network by connecting a SPP to the 
network are given in table-2. According to the table-2, the threshold allowed when connecting and disconnecting SPP is ± 
3%.(Şimsek and Bizkevelci, 2015) 

Table 2: Voltage Deviation Boundary Values Applied in Turkey (Şimsek and Bizkevelci, 2015) 

 Limit Values 

SPP Connecting ±3.3 

SPP Disconnecting ±3.3 

The SPP raises the mains voltage when connecting to the network, and reduces the mains voltage when disconnecting from 
the network. Therefore, the point at which SPP connects to the network is important, and this connection point needs to be 
chosen according to the worst cases. For this reason,  the analysis of the feeders to which SPP is connected should be done 
with great care. 

4. FINDINGS AND DISCUSSIONS 

4.1. Harmonic Measurements 

In this part of the study, the data which received from the 5 MW SPP that was connected to the network at medium voltage 
level, between the 01.01.2017 and 31.01.2017 were evaluated. Evaluation was made in terms of voltage harmonics and 
voltage deviations. One-day, one-week and one-month graphs of harmonics and voltage deviations were created. Thus how 
the SPP that was connected to the interconnected network, influences the network in terms of voltage deviations and 
harmonics has been examined. In the study, the harmonics values except for 3, 5, 7th were not considered because they 
were very small. 
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Network Load Graph 
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4.1.1. Daily Harmonic Measurements 

The figures in this section of the study were obtained from the SPP’s datas that were taken at 10 minute intervals on 
16.01.2017. Figure 2, which shows the load flow in the network, is provided to help evaluate the harmonic distortions. 
When Figure-2 is examined, it is observed that the system current falls to the lowest value (600 A) when time is between 
12:00-13:00. It is also clear that consumption increased after 17:00. 

Figure 2: Network Load Graph 

 

3, 5, 7th harmonics and THB values are seen in Figure-3-(a, b, c, d) respectively. According to these graphs; it is seen that 
the 3rd harmonic during the day does not exceed the limit value of 3% for medium voltage level. It is understood that the 
3rd harmonic reaches its maximum value at noon hours while it is at the lowest values at night hours. It is thought that SPP 
causes this harmonic to reach its maximum value at noon. Because SPP is producing the most intensive energy at that time. 

It is seen that from the figüre-3-b, 5th harmonic generally exceed the limit value (3%) throughout the day. It is observed 
that 5th harmonic drops below the limit (3%) between 08:00 and 13:30. The reason of this situation is evident from figure-2 
(network load graph). That is, the hours that the 5th harmonic falls below the limit value are the hours when the load is 
minimum. So that the load current reduction causes the decrease in the 5th harmonic. 

It is seen that the 7th harmonic is observed at small values as 0,5% at the times when SPP is not in operation (18:00-07:00) 
and reaching 2% at the times when SPP is active during the day, but the limit value is not passed. 

When the figure of THD is examined, it is observed that it changes between 3% and 4% in general during the day. Since the 
5th harmonic is dominant in the system, there is a decrease in THD between 08:00-13:30 as in the 5th harmonic. However, 
THD has not exceeded the limit of 5% for medium voltage.  

 

      

   

0

0,2

0,4

0,6

0,8

1

1,2

 0
0

:0
0

 0
1

:3
0

0
3

:0
0

 0
4

:3
0

0
6

:0
0

0
7

:3
0

0
9

:0
0

1
0

:3
0

1
2

:0
0

1
3

:3
0

1
5

:0
0

1
6

:3
0

1
8

:0
0

1
9

:3
0

2
1

:0
0

2
2

:3
0

%
 

3. Harmonic-V 
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5. Harmonic-V 

Figure-3-(a, b, c, d).  a) 3rd Harmonic, b) 5th Harmonic, c) 7th Harmonic, d) THD Figures 
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(a) 

       

 

4.1.2. Weekly Harmonic Measurements 

In this part of the article, the graphs, obtained from the weekly data which were received from the network on 01.01.2017 - 

07.01.2017, were evaluated. 3, 5, 7th harmonics and THD values are seen in figure-4-(a, b, c, d) respectively.  

When looking at figüre-4-a; 3. harmonic varies from 0,5% to 1% in general, except for some sudden ups and downs. 3rd 
harmonic therefore provides standards for weekly measurements. As in the case of one-day measurements, it can be seen 
from the graph that the 3rd harmonic tends to increase at the times when SPP is in operation (07:30 - 18:00) in a weekly 
measurements.  

When the 5th harmonic graph is examined for one week measurements; the 5th harmonic has exceeded limit values for 
medium voltage (3%), many times. As in the case of one-day measurements, it is understood that the 5th harmonic tends to 
decrease at times when the network current decreases. It is understood that the 5th harmonic does not comply with the 
standard that is 95% of the weekly measurements should not exceed the limit value. On some days it seems that the 5th 
harmonic reached as 8%, 7%.  

When one week's 7th harmonic graph is examined; it is understood that, as in the 3rd harmonic, the 7th harmonic is also 
increasing at the times when SPP is active. However, it appears that the 7th harmonic has never exceeded the 3% limit 
value that is defined in the standards. It is observed that the 7th harmonic reaches a maximum value of 2.5% within one 
week period. 

When a weekly figure of THD is considered; it is seemed that, in parallel with the 5th harmonic, the THD has also exceeded 
the limit value (5%). 
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Figure-4-(a, b, c, d).  a) 3rd Harmonic, b) 5th Harmonic, c) 7th Harmonic, d) THD Figures 
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(c) 

(d) 

 

 

      

 

4.1.3. Monthly Harmonic Measurements 

In this section of the article, the graphs, obtained from the monthly data which were received from the network on 
01.01.2017-31.01.2017, were evaluated. 3, 5, 7th harmonics and THD values are seen in figure-5-(a, b, c, d) respectively. 

From the area graph for the 3rd harmonic; it is understood that the 3rd harmonic has passed the border value only 2 times 
for 30 days. It is observed that the 3rd harmonic is generally around 1% for a month but sometimes it is about 2%.  

It is seemed that the 5th harmonic is generally observed at 5% level. In this case, it is observed that the standard value of 
the 5th harmonics (3%) has passed. From the 7th harmonic graph; it is understood that this harmonic is generally below 1%, 
but in some days it has increased to 2% and very rarely exceeded the limit value of 3%. But since these limitations crossings 
are too short, it does not affect the compliance of the 7th harmonic with the standards. Looking at the THD’s one month 
graph; it is observed that this parameter is generally above 5%, even on some days it has risen up to a value of 13%, 23% for 
a very short period of time. This shows that THD does not comply with the standards.  
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Figure-5-(a, b, c, d).  a) 3rd Harmonic, b) 5th Harmonic, c) 7th Harmonic, d) THD Figures 
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(a) 

(c) 

4.2. Voltage Deviation Measurements 

In this part of article figure-6-(a, b, c); which is three separate graphs obtained from one day, one week and one month 
measurements, is examined to see the deviations over the grid voltage. 

From a daily chart; it is understood that a 1% change in system voltage is caused when the SPP enters and exits the circuit. 
Therefore, it is seen that the SPP has not exceeded the allowable 3% change in the system and stayed at the limit values, 
and it is understood that the network does not exceed the 10% deviation which is the limit value for the network. Looking 
at the weekly and monthly graphs; it is observed that the system voltage is below the limit value (10%) except for short-
term voltage drop. 
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  Daily Voltage Deviations 
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Weekly Voltage Deviation 
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Figure-6-(a, b, c).  a) Daily Voltage Deviation, b) Weekly Voltage Deviation, c) Monthly Voltage Deviation 
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5. CONCLUSIONS 

In this study, it was investigated how the 5 MW SPP which was connected to the interconnected system from the medium 
voltage level, affects network’s harmonics and voltage deviations. Within the scope of the research, electrical data were 
obtained from the place, where SPP was connected to the network, between 01.01.2017- 31.01.2017. One day, one week 
and one month of harmonics and voltage deviations graphs were generated from these data. With interpretation of these 
graphs yielded the following results: 

 As a result of examining the daily graphs; it has been understood that the 3rd and 7th harmonics are in 
accordance with the limit values in the standard throughout the day. It is seen that the 3rd and 7th harmonics 
show their maximum values during the daytime hours (when SPP is active) while at the lowest values during night 
time. The 5th harmonic generally exceed the threshold value; but it was found to be the lowest value between 
08:00 and 13:30, when the load on the system decreased. It has been observed that THD is below the limit of 5% 
during the day. 

 As a result of reviewing the weekly figures; it is understood that 3rd and 7th harmonics are appropriate for the 
weekly limit values defined in the standards. 3rd and 7th harmonics showed the highest values during the 
daytime hours of weekday (when SPP was active). It has been observed that the 5th harmonic generally exceed 
the limit values in the week and do not comply with the standards. THD's, in parallel with the 5th harmonic, limit 
values generally exceeded during the week. 

 It is understood that monthly graphs show parallel results with weekly graphs. 
 It is observed that the network voltage deviation is within the limits defined in the standard. SPP deviates the 

network voltage by 1% when entering and exiting the circuit; but remains within the standards (3%). 
 In the end of the work; SPP is effective on 3rd and 7th harmonics; but it is understood that these harmonics do 

not affect enough to cause the limit values to be exceeded. The analyzed network does not comply with the 
standards in terms of 5th harmonic and THD so active filtration method should be applied this network. In terms 
of voltage deviation, it was the result of providing the network and SPP were coply with the standards. 
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ABSTRACT  
Manufacturers develop power curves for their wind turbines. Customers use these wind turbine power curves for wind farm planning and 
estimating nearly total production of planned plant. When wind farm is installed and connected to the grid, these power curves are not 
useful. In literacy, researchers proposed wind turbine power curve measurement methods to obtain an accurate power curve for turbine 
on site. But it is not easy to develop power curves for clusters of wind turbines. Developing a single power curve for a wind farm slightly 
simplifies this problem. Accurate wind farm power curve is a very useful tool for converting wind speed forecasts to power. Also plant 
owner can use this tool to detect anomalous operations. In this study we developed and tested wind farm power curves by using real site 
measurements. Two different methods are used to develop power curves. They are polynomial curve fitting and mean bins method. Wind 
speed and power output relation is investigated. A method is proposed to add effect of air density on power curve. Developed power curve 
has two inputs. They are hourly mean wind speed and air density values. This approach uses variable air density in calculation of wind farm 
power output. Results of this study showed that performance of mean bins method is better than polynomial curve fitting. Also proposed 
air density effect adding method improves performances of obtained power curves.  
 

Keywords: Wind farm, power curve, air density effect, mean power bins, wind turbine power curve. 
 

 

1. INTRODUCTION  

Over the last decades wind energy has been the fastest growing renewable energy[1]. Promoting policies of countries and 
decrease in installation costs increased the total installed capacity of wind power all around the world. It is well known that 
wind energy has variable, uncertain nature and it is not easy to balance power system with high wind power penetration 
[2]. Transmission system operators must ensure and maintain the balance between supply and demand in their electrical 
grids. Within this scope numerous studies on wind power forecast have been carried out. Forecasts help TSOs to create 
generation plan. 

Wind energy forecast systems use wind farm power curves to transform forecasted wind speeds to electrical power. So 
accuracy of power curve has an impact on performance of the forecast. Developing a power curve for a wind farm is not an 
easy process. Because wind farms will have clusters of wind turbines spread over a large area and site conditions differs 
cluster to cluster. Also air density, topographical obstacles, wake effects, wind direction etc. effects wind speed-power 
output relation.  

It is necessary to have accurate site measurements to develop a wind farm power curve and to evaluate the performance of 
power curve. Hard weather conditions like icing, very high wind speeds etc. make difficult get accurate measurement data. 
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These measurements must also include wind farm power output, wind speed, wind direction, pressure, temperature and 
humidity. Other meteorological data air density, is function of pressure, temperature and humidity [3].  

A lot of study on wind farm power curve development have focused wind and power relation [4-10]. In literacy small 
number of studies investigated effect of air density on power curves. These studies have different conclusions about 
considering the effect of air density. Farkas [11] suggests considering air density in wind power calculations.On the other 
hand, according to Wan and at all. [12] using air density as an additional input in calculation didn’t improve the 
performance. Also [14]standard on wind turbine performance test proposed  normalizing wind power data with constant 
measured mean air density.     

In this study we developed a wind farm power curve. Real site measurements are used during the development and test 
stages. Wind speed, power output and air density data are used in calculations. Polynomial curve fitting and mean bins 
methods are used to develop power curves. A new method is used to assess variable air density effects.   

 The rest of this paper is structured as follows: Section 2 describes measurement stations; Section 3 analyzes measured 
data; Section 4 describes application of methods; Section 5 analyzes power curve performance; Section 6 includes 
conclusions of the study.  

Nomenclature 

c: wind power conversion constant Ma: molar mass of dry air (g/mol) 

h: humidity (0<h<1) Mv: molar mass of dry water (g/mol) 

p: pressure (Pa) R: molar gas constant (JK
-1

mol
-1

) 

P: power (MW) T: thermodynamic temperature 

Pc: power curve Xv: mole fraction of water vapour 

P
v
: air density rejected power (MW) Z: compressibility factor 

t: temperature (
0
C) 

:air density (kg/m
2
) 

v: wind velocity (m/s) 
m :measured air density (kg/m

2
) 

2. MEASUREMENT STATIONS 

In this study two kinds of measurement stations (electrical power and a meteorological data measurement station) are 
used as wind farm power curve is a result of relation between meteorological data and electrical power output of plant. 
Rest of this section describes measurement stations. 

2.1. Electrical Power Measurement Station 

This station is installed in the power house of the plant. Power output and it’s quality are measured. Hardware of the 
station is composed of signal conditioner and data acquisition cards, mini pc, modem and GPS time synchronizer 
equipment. Power plant’s sensors are used to get voltage and current values. Signal conditioner card converts raw sensor 
signals to suitable form for data acquisition card. After signal conditioning process data acquisition card converts these 
signals to numerical values. Mini PC performs calculation, communication and time synchronization algorithms. GPS time 
synchronizer gets accurate time data to create time label of calculated values.   Simple hardware configuration of the 
system is given in Figure 1.  

Fig. 1:  Hardware Configuration of Power Measurement Station 
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After transforming raw analog (voltage, current) measurements into numerical values, mini PC performs calculations in 
accordance with IEC standard numbered 61000-4-30 [13]. Simple flow chart of electrical power measurement algorithm is 
as follows. 

Fig. 2:  Flow Chart of Electrical Measurement Algorithm 
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At first step of the algorithm effective values are calculated. Second step is time synchronization. After them algorithm 
checks network. If network is available system sends data to data center. If network is not available system stores data in 
measurement station.  

2.2. Meteorological Measurement Station 

Wind turbines are spread over a large area. So it is not easy to measure all turbine site’s meteorology. For this reason a 
specific site that can represent whole plant area meteorology is selected. The hardware of the system is composed of wind 
speed, wind direction, pressure, humidity, temperature sensors; data logger, photo voltaic energy source system and 
tower. Installation is carried out in accordance with IEC standard numbered 61400-12-1 [14]. Simple hardware scheme is 
given in Figure 3. 

Fig. 3: Schematic Expression of Meteorological Measurement Station 
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Four anemometers and two wind vanes are used to measure wind speed and direction values. Object of duplicate using of 
anemometer and vane is to detect malfunction operation and to get values at different altitudes. The system will check 
sensor measurement by comparing another sensor’s value. GPS time synchronization is also used in this station and GPRS 
modem is used for communication. Software of this system has simple algorithm. Algorithm gets sensor data, synchronizes 
it with GPS time, if network is available sends data to data center if network is not available stores data in station. Data 
logger performs these algorithms. 

3. DEVELOPING WIND FARM POWER CURVE 

Wind farm power output and meteorological data relation gives power curve of the plant. First step of the investigation is 
to obtain accurate data set. Data set comprises wind speed, air density and power output of wind farm. Air density is 
function of three types of measurements (air pressure, temperature and relative humidity). Detailed calculation of air 
density is given in this section. Second step is applying methods to obtain relation between meteorological data and power 
output. In this study polynomial curve fitting, mean bin methods are used. Third step, performance evaluation is given in 
the next Section 4. 

3.1. Meteorological and Power Data Set    

Detailed explanation of measurement stations are given in previous sections. In this section short overview of measured 
data and air density calculation are given. Meteorological measurements involve wind speed, temperature, air pressure and 
relative humidity. Fig. 4 is histogram of wind speeds and fitted Weibull curve with k and c parameters (k=1.95, c=8.5). 

Fig. 4: Wind Speed Histogram and Fitted Weibull Curve 

 

Fig. 5-7 represent available % humidity, air pressure in (mb) and temperature in (C
0
) data respectively. Because of the hard 

weather conditions and PV source shortage some data are not available. Measurement period involves 30553 hours as 
21123 hours are available. There are five kinds of measurement sensors so it is not easy to operate them simultaneously. It 
is needed to have three kinds of measurements (pressure, humidity, temperature) to calculate air density also wind vane 
and anemometer are needed to measure wind data. So number of available data reduces. 
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Fig. 5: Humidity Data 

 

 

Fig. 6: Pressure Data 
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Fig. 7: Temperature Data 

 

 

Formula of moist air density is used to calculate density of air. Formula has three variables. t is temperature (
0
C), p is air 

pressure [Pa], h is relative humidity (0≤h≤1). Other parameters are constants, given in [3]. Calculated air density is as in Fig. 
8. 
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Fig. 8: Calculated Air Density 
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Last data set involves output powers of the plant. Wind farm has five 3 MW wind turbines. Installed power is 15 MW.  
Electrical power output of the system is measured simultaneously (time synchronization between meteorological data is 
carried out).  Total power output of the farm is as in Fig. 9. 

Fig. 9: Wind Power Plant Output 

 

4. APPLIED METHODS 

Before applying methods, scatter plots of wind speed-power and air density-power are created. As expected, these plots 
showed that relation between wind speed and power output is stronger than air density-power relation. It is known that 
wind speed has cubic, air density has proportional relation between power[15]. Stronger relation of wind speed is result of 
this situation. Scatter plots of air density-power and wind velocity-power are as in Fig. 9 and Fig. 10.  

Fig. 9. Scatter Plot of Air Density-Power 
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Fig. 10. Scatter Plot of Wind Velocity-Power 

 

A polynomial curve fitting method is applied to create power curve. One year period of available data is used to perform 
method applications. 7. order polynomial fit is selected  as a fitting method. Matlab Curve Fitting toolbox is used to fit 
curve. Other method is mean bins, this method is specified in [14]. In this method averages of powers and wind speeds are 
calculated for each 0.5 (m/s) wind speed bins. These values formed power curve. Comparison of these power curves is 
given in Fig. 11.   

 

Fig. 11: Polynomial Fitted and Mean Bins Method Power Curves 

 

Mean bins method power curve has smaller values near installed power output. It is the result of low power outputs of 
wind farm at rated wind speeds. These two methods have single input and single output. Effect of air density is not 
included. 
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A new method is proposed to investigate effect of air density on power curve. It is well known that wind power has 
proportional relation between air density as given in (4). To reject the effect of measured air density on measured power, 
hourly measured power is divided to measured air density (5). Air density rejected values are used to calculate air density 
rejected power curve. After this process, calculated power curve is tested with measured data by multiplying it’s output 
with hourly measured air density values as in equation (6). By applying this method air density effect is rejected during 
curve development phase and it is injected during test phase. 

31

2
P c v            (4) 

3 ( , )1
( )

2

v m

m

P v
P v cv




            (5) 

(v) mP Pc            (6) 

 

 At the second phase of the method applications. Effect of air density on power curves is argued. Comparison of air density 
rejected power curves and others are given in Fig. 12 and Fig. 13. 

 

Fig. 12. Mean Bins and Mean Bins Without Air Density Method Power Curves 
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Fig. 13: Polynomial Fitting and Polynomial Fitting Without Air Density Method Power Curves 

 

5. PERFORMANCE TEST RESULTS 

In this section performances of methods are analyzed. One year period of available data is used to carry out performance 
tests. One year period is necessary to see seasonal effects on performances. Number of all available data is 21113 hours, it 
is nearly equal to 2.4 years. One year period was used to perform methods applications. Other year is used for performance 
tests. MAE of power curve outputs are calculated to evaluate performances. Table 1 summarizes MAE values. Test resuts 
showed that proposed air density rejection method improved performances.  

Table 1: MAE  Values of Methods 

Method % MAE 

Polynomial Fit. 5.46 

Polynomial Fit. 
Without Air density 

4.80 

Mean Bins 4.36 

Mean Bins 
Without Air Density 

4.32 

 

6. CONCLUSIONS 

This paper presents development of power curve using two different methods and air density effect on these methods. 
Power curves are developed and tested using real site measurements.  

Power curves are very useful to detect anomalous operation of plants and to convert meteorological forecasts into power. 
So accuracy of power curve increases accuracies of these important calculations. Great number of researches on this topic 
focused on wind velocity-power relation. There is restricted number of studies in literacy that argues effect of air density on 
power curve. So results of this study are  significant. On the other hand a new method is proposed to reject air density 
effect on power curve. This method is applied and performance improvements are assessed.    
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ABSTRACT  
Matrix enhancement effects have been examined with scattered X-rays by using WDXRF system for Fe-Cu and Fe-Zn binary compounds. Fe 
as analyte and elements which some of them the K absorption edge just below the characteristic K X-ray energies of the analit (Fe) as 
matrix have been chosen. Pure and binary with Fe ratio ranging from 10% to 90% samples were prepared with these elements. These 
samples have been analyzed in WDXRF system. At the end of measurement, the coherent and Compton scattering X-rays data of Rh Kα X-
rays from these samples have been obtained. Matrix enhancement effects have been examined by calculating coherent / Compton 
scattered X-rays intensity ratio. 
 

Keywords: Analyte, enhancement, compton scattering, coherent scattering , x-rays 
 
 

 

1. INTRODUCTION  

Compton scattering is one of the methods giving information  about the electronic structure, electronic momentum 
distribution and the wave functions of atoms, molecules and solids. Compton scattering is the scattering of a photon of high 
energy from an electron considered 

being free and stationary or from an atomic electron whose binding energy is small compared with the incident photon 
energy. X-ray scattering techniques are nondestructive and often have a great advantage over the traditional chemical 
techniques used for determination of the effective atomic number of samples of environmental, biological, agricultural, 
industrial and medical interest. The 3d transition metals and their alloys have played an important role in the development 
of modern technology, and knowledge of their physical parameters such as mass attenuation coefficients, total atomic and 
electronic cross-sections, and effective atomic and electron numbers is very important for understanding their physical 
properties . 

X-ray scattering techniques are nondestructive and often have a great advantage over the traditional chemical techniques 
used for determination.of the effective atomic number of samples of environmental, biological, agricultural, industrial and 
medical interest. Han et al (2009) shows that the 3d transition metals and their alloys have played an important role in the 
development of modern technology, and knowledge of their physical parameters such as mass attenuation coefficients, 
total atomic and electronic cross-sections, and effective atomic and electron numbers is very important for understanding 
their physical properties. Speller et al. (1991) have introduced applications of the coherent and Compton scattering in the 
fields such as medicine and biology. Webster et al (1985) have measured the coherent to Compton scattering intensity ratio 
in order to assess trabecular bone mineral content. Cooper et al (1982) examined sample composition change in alloys by 
using scattered intensity ratio. Gigante et al. (1985)have analyzed the metal alloys by Rayleigh to Compton ratios and X-ray 
fluorescence peaks in the 50–122 keV energy range. Shakeshaft et al (1997) have introduced applications of this technique 
in the fields of medicine and biology . 
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mailto:ddemir@atauni.edu.tr
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In this study, We measured coharent and Compton peaks of  binary systems. We examined enhancement effects of matrix 
on analyt by using coharent/Compton scattering area ratios. 

2. EXPERIMENTAL 

Fe was used as analyt. As a matrix were used  elements such as Cu, Zn. While concentration of  analyt gradually increased in 
steps of  10% from 10% to %90, that of matrix gradually decreased in steps of 10% from 90% to %10.Analyt and one of 
matrice were mixed these proportions. For example, this proportion can be such as  Fe of 30% and Ca of 70% in binary 
systems. Compton and coharent peaks of this samples were measured by using wavelength-dispersive X-ray fluorescence 
(WDXRF) spectrometry. 

3. FINDINGS AND DISCUSSIONS 

R (R= Icoh/IC)  versus concentration  of  Fe in binary systems of Fe-Cu,  Fe-Zn  are given in Fig. 1-2. Thus this enhancement 
effects is observed in the Zn element with respect to the Fig.2. These dispersed X-rays of matrix elements might also excite 
the examining element (analyte) as well, be called the Matrix enhancement effects effect. Concluded that ratio of Icoh/Ic 
ascended in the position of decrement for all systems concentration of Fe, while increment of other Matrix concentration. 
Increment in this ratio of these elements evident that could be an intensify impulse on Fe K X-ray. In as much as K shell 
absorption edge of Co, Ni, Cu and Zn reside inside of short wavelength of Fe K edge. Accordingly these elements’ primary X-
ray absorption is very narrow so that characteristic X-rays of these elements will be intensifying the Fe K X-rays and can be 
considered as intensifying elements of previous stated elements. 

Figure 1:  R (R= Icoh/IC)  versus Concentration  of  Fe in Binary Systems of Fe-Cu 
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Figure 2:  R (R= Icoh/IC)  versus Concentration of Fe in Binary Systems of Fe-Zn 

 

 

4. CONCLUSION 

The aim of the present study is to determine enhancement effects using coherent / Compton scattered X-rays intensity 
ratio. Matrix enhancement effects have been examined with scattered X-rays by using WDXRF system for Fe-Cu and Fe-Zn 
binary compounds. the coherent and Compton scattering X-rays data of Rh Kα X-rays from these samples have been 
obtained. Matrix enhancement effects have been examined by calculating coherent / Compton scattered X-rays intensity 
ratio. 
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ABSTRACT  
We live in an era where the evolution of social networks and developments in the field of information technology witnesses and 
exponential growth. On a daily basis, we have an ever growing, an ever expanding social network users and as a result we affirm an 
increase of data that is distributed across different platforms. In this paper, we aim to treat the semantic web from the prism of creating a 
suitable infrastructure for data integration on the web. One of the most promising applications of the semantic web is the presentation of 
profiles using an RDF (Resource Description Framework) schema called Friend-of-Friend (FOAF) which represents a machine-processable 
ontology for describing persons, their activities and relations to other people and objects. In order to demonstrate the concept on how to 
integrate, relate and share information using FOAF, we model and develop a mobile application called "Find professional" which consists in 
creating, finding and interacting in a context aware fashion with other users via FOAF. The “Find Professional” mobile app can create a 
FOAF profile either by asking user’s direct input or it can utilize other social network profiles such as Facebook for importing user public 
profiles into FOAF. User profiles represent RDF files that can be read and queried by semantic query languages like SPARQL, which returns 
data to their user profiles as well as finds professionals in the FOAF app based on user’s geographic location. The application is also 
evaluated with a field usability testing performed against ten randomly picked user from various profiles and backgrounds. Usability testing 
process did not yield severe problems during application evaluation and comments are more related to user interface rather than difficulty 
in user task completion. 
 

Keywords: Semantic web, foaf dictionary, semantic social network, context-awareness. 
 

 

 

1. INTRODUCTION 

FOAF (Friend-Of-A-Friend) consists on the connection between people and objects in one side and semantic information on 
the other using a web platform. FOAF ontology is machine redable and processable which serves to describe activities and 
their relationship with other persons and objects as well as can be used for entity self-description. The role of FOAf is 
threefold, first it integrates social networks for human collaboration, friendship and association; second it integrates the so 
called representational networks which gives a simplified view of a universe based on factual terms, and third it integrates 
information networks that utilize the various types of linkings in the Semantic Web to share independently published 
descriptions of resources on this inter-connected world (Brickley, 2016). Management from the perspective of the social 
network integration that are distributed in different profiles is seen as a very profitable union of all these relationships in a 
single set of data. In an integrated social networks, persons who have several user profiles will be presented as a single 
entity. Information about users which are distributed accross various user profiles will also be interconnected and joined. 
This paper presents the importance of FOAF vocabulary components as well as conduct an analysis on how these 
components enable data integration in a single mobile platform.     

As a result, all theoretical analysis based on earlier scientific research and W3C specifications about semantic web and FOAF 
technologies as pillars of supporting this platform will be conceptualized and developed through an android application. 
The application consists in creation of social network linkings as well as their localization and matching of similar profiles. 
This application uses simple forms where users can create their FOAF profile as well as integrate an approach that aims to 
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join Facebook application data that can be added to a FOAF profile as RDF. The application generates the RDF file that can 
be read and queried by specialized languages such as SPARQL (SPARQL, 2016), which returns data to their user profiles. The 
paper focuses also on examination of all necessary classes and FOAF vocabulary items (such as components and the 
persons he or she knows), expressed in RDF format. All this is achieved through a mobile application that converges all the 
aspects of FOAF usage in one context-aware environment.  

The rest of this paper is organized as follows: section 1 introduces related work done with relation to FOAF based mobile 
applications, section 3 introduces the FOAF mobile application from the sense of its architecture and functionality, section 4 
evaluates the application with findings from usability testing and section 5 concludes the paper with some outlines for 
future improvements. 

2. RELATED WORK 

The proliferation of the web made it possible for users to visit different sites, read the information published there and 
interact with the web in various ways. In recent years, new types of applications emerged which allow visitors not only to 
read the information passively, but also to act and influence upon user’s activities, such as the online reservations, ticketing 
services and recommender systems among others.  

Web applications are being exponentially populated and as a result information is stored in huge databases that utilize 
various technologies for that purpose such as Datacubes (Edoh-Alove, 2016), (Höffner, 2016) or noSQL databases 
(Swaminathan, 2016), (Gantz, 2016). But the information stored in these databases are either semi-relational, un-relational 
(in case of noSQL) or hidden from user activities and existing search engines. Even though that search engines are used to 
find and collect information, most of the time they fail in finding a direct and accurate information to whom users are 
interested (Dan & Davidson, 2016). The information retrieval process that lies out of the scope of semantic web is facing 
serious challenges that influence the search process in many ways. Problems that IR is facing are ranging from spams, poor 
content quality, lack of quality evaluation, absence of web conventions up to presence of duplicate sources and vagely 
structured data and they all represent obtrusive factors for a good search (Henzinger, 2002).  Based on the above 
mentioned, the approach for the future would be to structure the data as much as possible, together with their association 
with the additional information that may be descriptive or helpful to end users of the web (Heath, 2011). This is the core 
issue which semantic web faces. Semantic search helps in finding information by dealing with complex queries, presenting 
precise and self-explanatory results and quick response (Lei, 2006). It also provides a common carrier structure, which 
allows the distribution and reuse of data between applications, enterprises and community boundaries beyond (Berners-
Lee, 2016), (Torres, 2017). The goal is to allow communication between the automated processes, which make the data 
readable by machines in a detailed way and helps in finding information on millions of subjects in their web pages. In order 
to achieve the goal, it is encouraged to develop web applications, especially in the mobile application area that will allow 
users to enter semantically structured data that can be later reused by semantic agents.  

In many approaches, challenges in creating an appropriate infrastructure for the process of integration of information on 
the web is risen but not holistically addressed (Allemang, 2011). In Meng et. al, an analysis of the problem of knowledge 
base semantic integration using crowd intelligence is elaborated. As a result, a novel hybrid framework for knowledgebase 
semantic integration considering the semantic heterogeneity of such KBs class structures is introduced. The proposal also 
addresses the problem of vastnes of such knowledgebases as well as problems that cowdsourcing introduces. The 
approach, faces the challenges of crowdsourcing as well as does not provide a unified format of data representation of such 
integration. Another approach proposes the use of Bluetooth technologies to connect multiple mobile devices in an ad hoc 
network in a user-centered location-based service that enables stable and efficient data communication (Jiang, 2007). 
However the lack of the approach is in the underlying infastructure of the Bluetooth which does not support large scale 
infrasturture that would allow social network data integration. 

The objective of this paper is to build a semantic social network based on FOAF ontology. There are various approaches that 
deal with integration of semantic web into different web and mobile platforms.  Many of the attempts are made in the field 
of Linked Open Data. Some of the ideas involve creating a user friendly interfaces with relation to navigation of the 
resources in Linked Open Data Repositories (Bizer et. al, 2009), (Becker, 2008).  In Becker et. al, a mobile application is 
proposed which presents an overview of the Geospatial Semantic Web and introduces DBpedia Mobile, a location-aware 
Semantic Web client which is an app that can be used in many mobile platforms (Becker, 2009). Context awareness is an 
important aspect when it comes to mobile application and search of semantic repositories. It enables computer systems to 
anticipate users’ needs and to act in advance in one hand and improve the user interactions with computing system on the 
other (Chen, 2000).  

To the best of our knowledge, there are many applications and architectures that tend to bring social networking paradigm 
to mobile platform in one holistic design (Rana, 2009). We can mention few of them as: (Sheth, 2009), (Schaffert, 2009), 
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(Jung, 2010), (Torres, 2017) as well as some industry approaches such as (Serena, 2017) . However they lack proper data 
integration from social networks as well as their applicability in the domain of context-awareness in such cases. 

In this paper we integrate all of the above mentioned by developing a mobile social network application called "Find 
professional" which consists in utlizing other social network profiles for importing and finding professionals in FOAF based 
on their geographic location. 

3. FRIEND-OF-A-FRIEND (FOAF) APPLICATION FOR MOBILE PLATFORMS 

In order to demonstrate the functionality of FOAF and its application to social networking, we have introduced a small app 
that builds upon the above mentioned ideas and it tends the integration of profiles from other social network accounts in 
order to create a FOAF user profile for finding various professionals.  

The FOAF ontology is the most widely used domain ontology on the semantic web. Many people are using it in an open and 
extensible fashion by defining new classes and properties to use with FOAF (Ding et. al, 2004). The FOAF vocabulary in itself 
includes classes and properties found useful to describe people online. It is interoperable with other semantic web 
standards as well as support auto discovery and cross reference with other FOAF documents. It can be serialized in various 
support formats for semantic web such as: RDF / XML, RDFa, Microdata, N3, N-Triples or JSON. The following example 
depicts a FOAF user represented as JSON serialization. 

 { 

      "@id": "#me", 

      "@type": "foaf:Person", 

      "foaf:family_name": "Raufi", 

      "foaf:givenname": "Bujar", 

      "foaf:homepage": { 

      "@id": "http://bujarraufi.wordpress.com" 

     }, 

      "foaf:knows": [{ 

          "@id": "_:N3a2be572e2c740b7a6a7ccb5a9fa693e" 

        }, 

        { 

          "@id": "_:Nf01bbdcb52694b1eaf2f804f9b8e99c2" 

        }], 

      "foaf:mbox_sha1sum": "637dd17cc2435eeabb90135e2b1817b90f26c966", 

      "foaf:name": "Bujar Raufi", 

      "foaf:schoolHomepage": { 

        "@id": "http://www.seeu.edu.mk" 

      }, 

      "foaf:title": "Dr.", 

      "foaf:workInfoHomepage": { 

        "@id": "Assiatant Professor at SEEU" 

      }, 

      "foaf:workplaceHomepage": { 

        "@id": "http://www.seeu.edu.mk/~braufi" 

      } 
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    }, 

    { 

      "@id": "_:N3a2be572e2c740b7a6a7ccb5a9fa693e", 

      "@type": "foaf:knows", 

      "@type": "foaf:Person", 

      "foaf:mbox_sha1sum": "a4a2d17ca2cbb41635de5476d475971dce70cf28", 

      "foaf:name": "Florije" 

    } 

Figure 1: JSON Serialization of a FOAF Profile 

Context-aware systems and context aware computing represent a general class of mobile systems that can sense their 
physical environment, and adapt their behavior accordingly (Robles, 2010), (Thyagaraju, 2012). Context-aware is used in 
many applications for purpose to include nearby people, devices, lighting, noise level, network availability, and even in 
social situations, such as whether a person is with its family or friends or in finding people with similar preferences in 
vicinity (Robles, 2010). For the design of the application the context-awareness approach is used for allowing access to find 
similar profiles based on user geographical location as well as their profession. 

3.1.  Application Architecture 

The main components of the application are treated in conjunction with user’s interaction with the system. The overall logic 
of the application is given through the following main actions:  

 If a user does not possess an actual FOAF profile. The “Find Professional” app will allow users to create new 
accounts, data can be also retrieved from their other social network accounts (such as Facebook). The data 
necessary for creating a Find professional FOAF profiles are: 

 Name 

 Last name 

 Facebook ID  

 Birthday 

 E-mail 

 The information about user’s birthday and e-mail address can be taken user’s accounts if they are publicly 
available. If a user does not have a Facebook account, a regular registration of a profile goes in the application. Fig 
2. Illustrates the initial four interfaces of the Find Professional mobile app. 

Figure 2: Initial Interface of the Mobile App 
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 By sliding the page on the left we will receive different pages’ base on the stages of our registration process. I.e. 
either to login via Facebook or create a new account. If we already have e Facebook account, after login the initial 
data will be populated to a FOAF profile for creating our Find Professional profile as well as search for created 
profiles. These interfaces are illustrated in Fig. 3. 

Figure 3: User Interface during Login and Search 

 

 

The overall user activities are depicted in the use case diagram which is illustrated in Fig 4 

Figure 4: Use Case Diagram for "Find Professional" Mobile App 
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3.2. Context-Awareness in FOAF Application 

The aspect of context-awareness has been achieved through the geographical location of users that share the same or 
similar profession and is registered via the application. The model is based on ontological context awareness because the 
application uses the foaf:based_near property. The application lists nearby friends, their names and professions. Fig. 5 
illustrates the physical context-awareness as seen from the application interface. 

Figure 5: Maps and Appearance of Friend's Locations 

 

4. MOBILE PLATFORM EVALUATION 

The evaluation process of the application was performed through a usability testing of the mobile platform. Usability 
testing represents a common tool which is used to evaluate the usability of a mobile application in a development phase. 
Usability testing are controlled in environments using a think aloud protocols initially set in a pioneering work of K. A. 
Ericsson and H. A. Simon’s (1980, 1984) (Kaikonnen et al., 2005). For the evaluation purposes, we favoured the field tests 
against stricter laboratory test. We considered that field tests are more suitable when evaluating usability of mobile 
applications, considering that the context affects usage and performance. This was also hypothesised and favoured in 
(Kaikonnen et al., 2005). The procedure of evaluation of the mobile platform followed a strict procedure as described in 
(Sun et. al, 2013). 

4.1. Setup 

The study took place on the street by presenting the application to ordinary users and briefing them shortly about what an 
application was about. This user experience actions comprised tasks that were given after the application briefing occured 
and most of tested users were unfamiliar with each other. The user experience was therefore typical of that encountered 
during causal and unformal interviews. Information was collected on the site where a short survey was fullfilled. 

4.2. Experimental Scenarios 

The successful uilization of scenarios takes into account the diversity of contexts encountered by users. The scenarios 
where used in the application presented in the form of tasks that should be fullfilled by the user. Tasks that were given to 
users in different contexts are as follows:  

1) Getting started: Download and Install FOAF Application 
2) Finding and opening the FOAF application 
3) Open a FOAF Profile through Facebook, if no account available Register via application 
4) Navigating the main menu functionalities 
5) Searching for other FOAF profiles 
6) Looking up for nearby profiles based on the same profession 
7) Utilizing the map for finding the similar users based on professions 
8) Closing the application 

Besides these tasks, we have also introduced some intermediary subtasks that varied from user to user.  
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4.2. Participants 

Ten participants were recruited at a random basis. Their ages ranged from 24 to 55 years, with a mean of 29.7, and as much 
as equal gender split. A range of occupations were represented, including accountant, mechanics, computer scientist, 
architect, SEO Expert, and Higher Education professional; four participants were university students.  Recruitment criterion 
was the possesion of a smartphone longer than a year. 

4.3. Field Study Results 

The field experiments generated substantial amounts of rich and valuable data in relatively short time. It is worth 
mentioning that participants in the testing emphasized the problems of mobile usage rather than simply application 
usability, and typically those problems were expressed in the form of occasional language. To the participants, the field 
experiment environment felt moderately informal, and the users talked freely about the use of the application and their 
sentiments. Users expressed how the field experiment granted them the relaxed look and feel and the possibility to 
communicate with the researcher as they undertook the evaluation scenarios. For example, users were concerned about 
the interface such as colors, background and colour vividness. Even though , there were cases where users generally 
expressed broader views and were able to give a wide range of evaluation-related information during the experiment, such 
as expressing ideas related to requirements concerning context awareness. A particular example this sort of data generated 
during the field study was the need for the mobile content and delivery  to be highly integrated into the temporal flow of 
the searching proceess while finding similar matches based on profession. After the experiment, users filled a survey where 
they had to evaluate each task from 1 to 5, where 1- indicating poor and 5-indicating excellent experience. The detailed list 
of usability testing for each task i given as in Table 1. 

Table 1: Usability Testing on Field Users, Their Task and Requirements 

Name Age Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 Task 8 

User1 55 5.00 5.00 5.00 5.00 4.00 3.00 2.00 5.00 

User2 25 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

User3 24 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

User4 25 5.00 3.00 2.00 5.00 5.00 4.00 3.00 4.00 

User5 30 5.00 5.00 5.00 4.00 5.00 5.00 5.00 5.00 

User6 26 5.00 2.00 3.00 4.00 5.00 4.00 5.00 5.00 

User7 25 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

User8 24 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

User9 25 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 

User10 38 4.00 3.00 5.00 5.00 5.00 5.00 5.00 4.00 

The user experience assesment was conducted against a paper based detailed design of the mobile prototype application as 
control measurement. To ensure that the user interface itself (rather than prior knowledge of the user) was not majorly 
influencing the experiment results, the user-initiated interface tasks were evaluated by calculating the percentage of tasks 
completed by participants and analysing user comments and matching them against detailed design protoytype taken as a 
measurement control. Table 2 depicts the overall user experience assesment for each task given in experimental scnearios. 
The methodology followed is used in (Grawe, 2016). 

Table 2: Overall User Experience Evaluation for Each Task 

Task Friedman 
(8 related Samples) 

Multiple paired comparisons 𝜶 =. 𝟎𝟓 

Getting started: Download and Install FOAF 
Application 

𝜒2(7) = 49.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 1.0∗ 

Finding and opening the FOAF application 𝜒2(7) = 43.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 7.0∗ 

Open a FOAF Profile through Facebook, if no 
account available Register via application 

𝜒2(7) = 45.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 5.0∗ 
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Navigating the main menu functionalities 𝜒2(7) = 48.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 2.0∗ 

Searching for other FOAF profiles 𝜒2(7) = 49.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 1.0∗ 

Looking up for nearby profiles based on the same 
profession 

𝜒2(7) = 46.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 4.0∗ 

Utilizing the map for finding the similar users based 
on professions 

𝜒2(7) = 45.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 5.0∗ 

Closing the application 𝜒2(7) = 48.0,
𝑃 < .002 

𝑁 = 10, |𝑅𝑝𝑎𝑝𝑒𝑟 − 𝑅𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒| = 2.0∗ 

* Indicates a insignificant difference between user experience tasks done in the experiment and those expected in the control values user 
activities in the paper detailed design 

From the overhead data it can be seen clearely that the usability testing process did not yield any severe problems during 
application evaluation and comments are more related to user interface rather than difficulty in user task completion. 

5. CONCLUSION AND FUTURE WORK 

In this paper we introduced a social network based mobile application that utilized the FOAF ontology for profile creation, 
navigation and profile matchmaking and finding based on professions given in those profiles. The application was evaluated 
with a usability testing performed against ten field users. The results indicated no severe problems in using the mobile 
application. 

Future research directions would involve: 

 Creating FOAF profiles by migrating other social network accounts such as Twitter and LinkedIn and incorporating 
in the application. LinkedIn accounts would be the next logical step considering that it represents a social network 
where professionals share their expertise.  

 Using and linking to other semantic data such as DBPedia and widening the search and reasoning over the 
semantic data retrieved. 

We firmly consider that applications of this type in the future would yield semantically enriched data to be widely available 
on the web and as a result, it will bring the mobile platforms closer to Linked Open Data in particluar and Semantic Web in 
general.  
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ABSTRACT  
The objective of this work is the study of the influence of the addition of plastic waste on the behavior of modified asphalt mixtures. Two 
mechanical tests were conducted on the modified bituminous concrete by the waste of plastic. Different contents of waste were used. The 
modification was performed by the dry method. The mechanical tests were : Marshall test and the indirect tensile strength test. This study 
showed that adding waste of plastic to asphalt mix improves their mechanical performances, such as increased stability, compactness, 
Marshall quotient and indirect tensile strength ITS and decreased Marshall flow and the deformation in the indirect tensile strength test. In 
addition to the interest of the use of plastic waste in road construction, there is a positive influence on the environment and human life by 
reducing storage areas of these plastics pollutants 
 

Keywords: Plastic waste, marshall test, indirect tensile strength test. 
 
 

 

1. INTRODUCTION 

The Road pavement structures are a much newer design. The use of bituminous materials has emerged with the new 
problems posed by the movement of motor vehicles from the late nineteenth century. Traditional mixes, usually respond 
satisfactorily to traffic loads. However, changes in the traffic in terms of volume and aggressiveness, and application 
techniques, both increasingly demanding with regard to the quality of asphalt concrete, has shown some limitations in their 
jobs and pushed researchers to find solutions for improving the performance of asphalt concrete by adding various 
compounds. Of these, polymers dominate. For economic reasons related to oil shocks of the 1970s, the road techniques 
were oriented for over two decades to build roads with thinner layers. These structures must nevertheless ensure 
mechanical properties at least equivalent to those of traditional pavements. The appearance of special asphalt concrete, 
asphalt concrete draining, asphalt concrete high modulus, asphalt concrete resistant to hydrocarbons, etc., requires 
additives of performance in terms of cohesion, adhesion, resistance to chemicals whose oxidation and mechanical stress 
that is not available in all circumstances in asphalt mixtures with pure bitumen. 

The rutting met remains the most damage on the pavement. The creep of asphalt mixture is responsible (Haddadi, 2007), 
(Proteau and Paquin, 2001). For reduce this phenomena, various techniques have been undertaken. Among them, 
modification of asphalt with the polymer became a promising technique (Frantzis, 2004) (Khosla and Zahran, 1989). 

Modification of asphalt mixtures with compatible polymers or waste can be beneficial. It can be performed: 

 by modifying of bitumen by addition of polymers, tires, chemical and other, it is the wet process. 

 by modifying the asphalt mixture in the plant by adding polymer type additive, crumb from tires (Haddadi, 2007), 
plastic food packaging waste (Guessabi, 2011) and others, it is the dry process. 
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To satisfy the sustainability criteria of road surfaces, it should develop an effective bituminous mixture, which is modified 
bituminous concrete. 

The objective of this work is to study the resistance of wearing rutting under the effect of traffic, by modifying the asphalt 
concrete with a polymer, which is the plastic food packaging waste. 

2. MATERIALS AND METHODS 

2.1.The Bitumen 

The bitumen (35/50) comes from refineries of NAFTAL (Algeria). Conventional tests are those of the penetration at 25 °C 
(NF EN 1426), of the ball and ring temperature (NF EN 1427) and ductility at 25 ° C. The results obtained are: 

TBA: 51 ° C; Penetration: 40 (1 / 10mm); Ductility :> 100 (cm). These characteristics are in accordance with the 
specifications recommended for the class (35/50). 

2.2.The Aggregates 

Three crushed granular classes (0/3 sand, 3/8 and 8/15 gravel from the quarry of El Hachemia (wilaya of Boumerdes). 
Chemical analysis was performed on these aggregates where we found that they are natural limestone with high CaCO3 
content of the three granular fractions. After various tests (LA, MDE, cleanliness, etc.) (NF EN 1097-1) (NF EN 1097-2). The 
selected materials present good qualities of intrinsic characteristics. The figure 1 shows the particle size analysis of the 
granular fractions. 

              Figure 1: Particle Size Analysis of Aggregates 

 

2.3.Identification of the Modifier Used 

The additive used in this study is a waste plastic of food; they are packing bags. The preparation of plastic waste is made in 
the laboratory of roads. The procedure is to cut the plastic bags in varying fiber length of 2 to 5 mm (Guessabi, 2011). Figure 
2 shows the plastic waste used in this study. 

Figure 2: The Plastic Waste 
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3. FORMULATION OF ASPHALT CONCRETE 

The particle size distribution curve shown in Figure 3 that is inserted in the specification curve is obtained for the following 
proportions (Guessabi, 2011): 

- 40% of sand 0/3 

- 30% of the fraction 3/8 

- 30% of the fraction 8/15 

Figure 3:  Mixture Curve 

 

In this formulation study, for the formula used (40% of 0/3, 3/8 30%; 30% 8/15), the optimum content is obtained for a 
bitumen content of 5.77% giving the best Marshall test characteristics. This content will be considered in this study as that 
of the bituminous concrete of control or reference without modification. 

4. THE MODIFIED BITUMINOUS CONCRETE BY DRY METHOD 

The bituminous mix is manufactured according to the previously defined proportions of the different fractions of 
aggregates and bitumen (NF P98-250-1, 1992), the amount of the additive is chosen as a weight percentage of the 
aggregate. The choosen percentages are 0.1; 0.2; 0.3; 0.5; 0.6; 0.7; 0.8 and 1% of plastic waste. The additive is incorporated 
with the aggregate skeleton during mixing operation, the bitumen is introduced thereafter. Once concrete bituminous 
Marshall type specimens are made. 

To assess the impact of plastic waste on the mechanical performance of the mix, we performed the following Marshall Test 
(NF EN 12697-34) and indirect tensile strength test (NF EN 12697-23). 

4.1. Results of the Marshall Test 

The results of Marshall Test (stability, flow and quotient) are shown in Figures 4 to 6. 

 

 Figure 4. Marshall Stability versus Plastic Waste Content 
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Figure 5: Marshall Flow versus Plastic Waste Content 

 

Figure 6: Marshall Quotient versus Plastic Waste Content 

 

The curves of Figures 4 to 6 show that the incorporation of plastic waste improves the Marshall quotient in the bituminous 
mixture and improves so the resistance for permanent deformation (Haddadi al, 2008). The best results are obtained for 
the percentage of plastic waste 0.5% (stability, flow and quotient). 

4.2. Test Results of the Indirect Tensile Strength 

The indirect tensile strength is the maximum tensile stress calculated from the maximum load at the rupture. We chose the 
contents of 0%, 0.3%, 0.5% and 0.7%. The bituminous concrete to 0% is the reference mixture. 

The results of the indirect tensile strength test for both temperatures 20 °C and 40 °C are shown in Figures 7 to 9. 
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Figure 7: The Maximum Breaking Load to the Indirect Traction Test 

  

 

Figure 8: The Deformations According to the Plastic Waste Content to the Indirect Tensile Test 

 

 

Figure 9: ITS According to the Plastic Waste Content 

 

The curves of the test of indirect traction show that the incorporation of plastic waste substantially improves the resistance 
at 20 ° C but at 40 ° C the improvement is less. 
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5. CONCLUSION 

The addition of plastic waste on asphalt highlighted the following experimental results (Guessabi, 2011): 

5.1. Marshall Test 

- The modification of the bituminous mix by the plastic waste improves its mechanical characteristics, increasing the 
Marshall stability and reduction of flow and consequently improves the Marshall quotient. 

- The modified bituminous concrete at 0.5% give the best mechanical performances (stability and flow) for the Marshall test 
compared to the other mixtures. 

5.2. Indirect Tensile Test 

- The best resistance to indirect tensile is obtained at 20 °C and 40 °C by the asphalt concrete at 0.5% content of plastic 
waste 

- The mixture of 0.5% of plastic waste gives greater rigidity than that of the bituminous concrete control. 
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ABSTRACT  
Sulfate attack and its effects are important from both scientific and industrial viewpoints. It is perceived that cements containing pozzolan 
have better performance in sulfate solutions, since the pozzolanic reactions reduce the quantity of calcium hydroxide and increase calcium 
silicate hydrate. This paper investigates the physical and mechanical properties of concretes made by blended cement containing Algerian 
natural pozzolan of volcanic origin, and Portland cement. In order to better determine the pozzolanic effect of the pozzolan addition in the 
concrete, the analysis of the experimental results of the effect of the partial replacement of the cement by the natural pozzolan showed 
that it contributes positively to the improvement of its mechanical characteristics, its durability with respect to the permeability to the 
chlorine ions, the ultrasonic pulse velocity, the compressive strength as well as the sulphate resistance. The present study confirms the 
pozzolanic reactivity of the natural pozzolan used 
 

Keywords: Natural pozzolan, durability, pozzolanic reactivity, sulphate. 
 
 

 

1. INTRODUCTION 

The durability of concrete structures is affected by many environmental factors, the sulphate corrosion being one of the 
most frequent and detrimental processes.Through the capillary pores of concrete due to the concentration gradient[1,2] 
and react with unhydrated components of the hardened cement paste. In consequence, these chemical reactions may lead 
to expansive reaction products such as ettringite (C3A.3CaSO4.32H2O) [3]. In turn, the ettringite may cause the overall 
expansion of a structural element and its extensive damage progressing from the outer surface towards the specimen inner 
core [4].This process may result in a gradual loss of concrete strength [5] accompanied by surface spalling and exfoliation 
[6].Pozzolanic materials improve the microstructure of concrete due to their particle size, and may alter chemical 
composition and hydration reactions. Pozzolan as an amorphous or glassy silicate material that reacts with calcium 
hydroxide formed during the hydration of Portland cement in concrete. The substance that contributes to the strength of 
the concrete called calcium silicate hydrates(C-S-H) [6]. Calcium hydroxide will reduce the strength of the concrete. 
Pozzolan contains silica that react with calcium hydroxide in concrete to form extra calcium silicate hydrates compound and 
diminish calcium hydroxide [7], further strengthening the concrete due to increase of C-S-H compound and making it 
stronger, denser, and durable during its service life. Many researches on the performance of concretes containing pozzolan 
in sulfate solutions have been performed [8-10]. 

The aim of this study is to experimentally investigate the effect of replacing 5% of cement by natural volcanic pozzolan in 
the mixture of high performance concrete (HPC) on the compressive strength, permeability to the chlorine ions, sulphate 
resistance and ultrasonic pulse velocity of specimens exposed to solutions of 5% sodium sulphate (Na2SO4)in comparison 
with traditional concrete (CC). 

The specimens were stored for one year in drinking water (environment 1) and in aggressive solution containing 5% sodium 
sulphate (environment 2). 
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2.EXPERIMENTAL PROGRAM 

2.1 Materials 

The materials investigated in this paper are: aggregates, cement, natural volcanic pozzolan and superplasticiser. 

2.1.1 Aggregates 

Natural rolled sand obtained from a local river and crushed limestone with a maximum particle size of 16 mm made fine 
and coarse aggregates respectively. The size, the finesse modular          (FM = 3.2), the sand equivalent value (SEV= 97%) and 
resistance to shocks (33%) confirmed suitability of both aggregates for high performance concrete (HPC). 

Sand density = 2, 60 g/ cm
3
 

Coarse aggregates Density = 2, 50 g/ cm
3 

2.1.2 Cement 

Portland cement (CPA-CEM-I / A 42.5) conforming to the Algerian standard NA 443, EN 197-1 and the AFNOR 15-301/94 
NFP1 (which is mainly based on the European EN197-1).  

Specific gravity = 3100 Kg/m
3
 

Specific surface = 322 m
2
/Kg 

2.1.3 Natural Pozzolan 

Natural volcanic pozzolan, extracted from the deposit Beni-saf (Algeria) was used as supplementary cementing material. 

Specific gravity = 2660Kg/m
3
 

Specific surface = 960 m
2
/Kg 

Pozzolanic activity = 110 mg CaO/g.  

The pozzolan content in the mix was fixed at 5% by weight of cement 

2.1.4. Reducing Superplasticizer  

The study of concrete composition is always to seek simultaneously two essential qualities: strength and workability, but 
these two qualities are linked to each other but vary in the opposite direction. The idea was to develop a dense concrete 
from a compact granular skeleton using cement and water and meeting the strength, durability and workability 
requirements. The optimized superplasticiser content was 2% at 0.3 W/C ratio giving a slump of about 21cm. 

3. CONCRETES COMPOSITION  

The study of the concrete composition is to define the optimal dosage of aggregates, cement and water to make a concrete 
with required qualities: strength and durability. This study used “Dreux Gorisse” method of mix proportioning which is 
based on the size analysis (sand and gravel different fractions) to investigate the use of natural pozzolan on the 
performance properties of concrete, two different concrete mixes were employed, details of which are given in table 1.The 
control mix and CC contained only Portland cement, mix of HPC the Portland cement was partially replaced with 5% natural 
pozzolan (by weight). All concrete mixtures were prepared according to ASTM C 192 standard. The super plasticizer was 
added at the time of mixing.  

 

 

 

 

 

 

 

Table 1. Mixture proportions and properties of concrete 
 

Concrete W/ C 

 

Cement, 

kg/m
3
 

Pozzolan 

kg/m
3
 

Water 

kg/m
3
 

Gravel 

3/8 

kg/m
3
 

Gravel 

8/16 

kg/m
3
 

SPa 

% 

Sag 

cm 

Density 

kg/m
3
 

CC 0,5 425 0 212,5 137 837 0 8 2430 

HPC 0.3 403.75 21.25 107.66 137 837 2 21 2596 
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4. TEST METHODS 

Compressive strength: This test was carried out in accordance with ASTM C39. 

Chloride permeability: This test was performed using the procedures of ASTM C 1202. 

Ultrasonic Pulse Velocity: This test was carried out in accordance with ASTM C597-02. 

Sulphate resistance: This test was carried out in accordance with ASTM C1012. 

5. RESULTS 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

6. CONCLUSION 

The specimens kept in water, the increase in compressive strength continuous as the duration of immersion increases. The 
specimen concretes curing in water, the strength of control concrete increase from 34 (MPa) to 45 (MPa), whereas the high 
performance concrete it increase from 56 (MPa) to 73 (MPa). The results indicates that pozzolan addition helps gain 
compressive strength. 

The specimens kept in aggressive solution; the strength of the control concrete is reduced by 17.77(%) whereas the high 
performance concrete the reduction was by (5.48%) only. 

Fig. 2. Variation of charge passed  
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Fig. 1. Evolution of compressive strengths 
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Fig. 3. Variation of velocities  
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Fig . 4. Results of sulphate resistance   
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The specimen concretes curing in water, the charge passed of the control concrete decrease from 3000 (coulomb) to 2614 
(coulomb), whereas the high performance concrete it decrease from 825(coulomb) to 476 (coulomb). 

The specimens kept in aggressive solution, the charge passed of the control concret is decrease by 4, 73 (%) whereas the 
high performance concrete the decreasing was by (8, 3%).The specimen concretes curing in water, the velocities of the 
control and pozzolan concretes increase from 4200 to 4260 (m/s) and 4295 to 4410 (m/s) respectively in aggressive 
solution, its decrease by 3, 4 (%) and 1, 58 (%) respectively. 

The expansion rates are low at the beginning of the control and high performance concrete, and increases substantially 
after three months of curing for the first specimen concrete. The expansion of the control concrete and high performance 
concrete curing in aggressive solution decrease by 65, 21(%). 

Based on the obtained data in this study, the use of natural volcanic pozzolan replacing (5%) by weight of cement in the 
mixture of high performance concrete influences positively the durability specimens concrete cured in sulphate 
environment. The pozzolan modifies the microstructure of the concrete in terms of its physical and chemical characteristics. 
It was observed that during the early stages, the filler effect results due to reduction in porosity. With aging, the pozzolanic 
action further evidence of densification and low porosity of the concrete due to the natural admixture by the formation of 
CSH with binding properties similar to those formed in mineral-based cements. I can be concluded that the mineral 
admixture improved the physical characteristics of concrete relativel to the control concrete sample. 
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