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ABSTRACT

Purpose This study intends to investigate the factors that affect the enroliment in Taiwan's colleges and universities. Thewelgesgtected

by random sampling methods from senior high school graduates who were about to enter colleges.

Methodology- By implenenting the Alyuda Neurolntelligence software, this study applied neural network simulation and prediction analysis on
the data of 100 questionnaires.

Findings The results showed that the influencing factors of school enrollment and their degree admeteand importance are: (1) curriculum,

(2) chance of oversea study, (3) faculty, (4) scholarship, (5) tuition, (6) location, (7) internship, (8) career, (Squedrfi))seputation.

Conclusion It is hoped that the research results discovered in #tigly can help relevant schools to understand students' total evaluation of
schools and willingness to study, and serve as an important reference for schools to strengthen enroliment strategy ardtirproality of
school operation in the future.

Keywords: Universityenrollment, influencing factors, artificial intelligence, neural network, forecast
JEL @des:121, 123

1. INTRODUCTION

It iswidely known that thehigher educatiorplays a critical role in the development of a country authievement of personal
career, thus, the quality and performancetbg higher educations fundamental to the competitiveness of a nation.

In recent years, Taiwan's higher education market is under significant impact by the influence of fewer birth rate and the
establishment of too many colleges and universities over the past 20 years. Some colleges and universities have destided to re
enrolment or even stop student recruitment because of insufficient students. The Ministry of Education of Taiwan has initiated a
blacklist of schools with poor performance, therefore, enroliment has become the most important task for colleges and
universities and the success of high enrollment rate has become the key to the survival and sustainable develomoksdexd

and universities

In order to solve the enrollment problems faced by Taiwan's colleges and universities, it has become a necessamtaadkurge

to fully understand and well manage the influencing factors of successful enroliment. This study aims to investigateyaad anal
the influencing factors of enrollment in Taiwan's colleges and universities. Instead of using the traditional métsiadistaal
analysis, this study utilized neural network to analyze data collected from a questionnaire survey and developed a model for
successful enrolment. By training and testing the neural network model, the generated results of the model aexdaaalyzhe
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correlation and priority of the influencing factors are compared. Consequently, the students' overall evaluation of thsitigsve
and willingness to study can be revealed. The outcomes of this study can be an important reference fotiesit@strengthen
enrollment strategy ando improve thequalityand performancef future operation.

This paper is composed of the following sections, the introduction, literature revesearchmethodology, data analysis and
conclusion.

2. LITERATURREVIEW

Artificial intelligence (Al) refers to the intelligence shown by machines made by human beings, which means the technology of
realizing human intelligence through computer programs. Alan T({2@@9) a British mathematician, first proposed thenoept

of machine intelligence in 1950, while the term "artificial intelligence" was used by researchers at a meeting of Daruilegéh C

in 1956, when it was officially named by John McCarthy, the creator father of LISP, who was responsible for digamezieiing.
Because of this, Dartmouth Conference became the classic origin @fc8arthy,1989. Since then, many fields such as
mathematics, logic, cognitive science and life science actively carried out theoretical researches on Al. In the laadviEa9es

in computer hardware and software technology also promoted the research of Al to make bmaakthroughs, and then to
achieve application of Al in various fields around human bdiGgahramani2015).

With regard to artificial intelligence, computer scientists expect to directly imitate the operation of biological newdhgys
design m¢hematical models to simulate the structure and functions of animal neural networks. Artificial intelligence neural
networks are functional calculus imitating the operation of neurons, which can receive the stimulation of external informatio
input and cowert the input into output response according to the weight of different stimulation effects, or can be used to change
the intrinsic function to adapt to mathematical modender different situationsHaganet al., 1996). Simply speaking, artificial
intelligence neural network simulates the operation of biological neurons with mathematical functions, simulates the nerve
conduction and response of organisms through mathematical models, through which it receives stimulus from external
information input and caverts such input into output response according to different stimulus influence weights.

In 1951, a scientist Marvin Minsky built Snarc, the world's first neuron simulator, which can cross the maze with thel@elp of
agents and a reward systefiielemen2007). In 1957, Frank Rosenblatt of Cornell Aeronautical Engineering Laboratory designed
Perceptron of neural network@Rosenblatt,1958. Scholars of artificial intelligence neural network were very excited about it,
believing that this breakthrough wouleventually lead the artificial intelligence toward a new stage of development. In 1970s,
however, due to the lack of lareggcale data and unimproved computational complexity, the researches in the field of artificial
intelligence was unable to expand temaltscale problem into a largecale problem, which led to stagnation of the research due

to the inability to obtain more investment in budget for scientific research in the field of calculators. By 1980s, sciistist
designed new calculating methsdo simulate human neurons through breakthroughs in thinking, leading to the renaissance
period of the development of neural networks Keary,1997). In 1982, physicist John Hopfield first published Hopfield neural
networks, which opened up the thinkirtat neural networks can be designed recursivglppfield,1982) In 1986, Professor
David Rumelhart of the University of California, San Diego, proposed Back Propégatizaihart Hinton and Williams 1988)

which measures the change of "stimulus” through each input of data to calculate the weight that needs to be correctedland fee
back to the original function, further refreshing the significance of machine learning. Scientists have further extenaed neur
into neural networks. Artificial intelligence neural networks formed by raitered neurons can retain more "stimulated”
GYSY2NEE AY T dffubnélhageyal, BOBAINB & 4 A 2 Y

At present, the multayer artificial intelligence neural network modehinly includes input layer, hidden layer and output layer.

In addition, according to the direction of data input flow, it can be divided intowag flow or back propagation method which

can update the weights of the previous laygtechtNielsen,1992) Because the neural network model relies heavily on the
capacity of computing scale, in order to increase the flexibility of the highly abstract data layer, computer scientistsrmedp

it into a model with greater complexity and multiple layers suppdntgth multiple nonlinear transformations, which is named

as Deep Learninfi.,eCunBengioand Hinton, 2015) Deep learning is a branch of machine learning and also the mainstream
direction of Al development. Its concept is mainly compounding artificielligénce artificial neural network with complex multi

layer structure, and making multiple nonlinear transformation of its functions to add highly abstract data and memory data
influence ability(Bengio,2009)

The development direction of Al is to desigmd analyze some algorithms that allow computers to "learn" automatically, so that
computers can establish rules from the process of automatic analysis of data, and use these rules to predict unknowh data tha
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have not been analyzed. In the process, statal techniques are often used and converted into computer programs, and then
the demarcation conditions of data are calculated to make prediction. With regard to the way of development in the field of
artificial intelligence, whether it is superviseataing or unsupervised learning, when the data is collected in large scale, rapidly
transmitted through the Internet and then computed by cloud architecture, it is no longer an unreachable goal to solve basic
problems of human beings by Al technoldBame, Augustoand Shapirg 2008) At present, artificial intelligence neural network

is also one of the most widely used technologies in artificial intelligence commerce. It has been proved that it candséudlyicce
applied in search engine, image recogniti biometric recognition, speech and handwriting recognition and other fields. In the
future, more practical applications will wealized in various fieldRusselbnd Norvig 2016)

3. RESEARCMETHODOLOGY

This study investigated the factors thafect the enrollment in Taiwan's colleges and universities. The subjects were selected by
random sampling methods from senior high school graduates who were about to enter colleges. This study collected relevant
literature on influencing factors of enraflent in Taiwan's colleges and universities, and summarized students' opinions and
reactions to the needs during selection of school departments and the willingness to study. This study took 10 factors of
enrollment, namely location, tuition, reputation, &er, scholarship, internship, oversea study, curriculum, faculty and campus,

as independent variables, and students' total evaluation of the school as a dependent variable. A random sampling survey was
conducted among 100 junior high school graduates whdicipated in an enrollment initiative of a university in Taiwan. Likert
Scale Epoint attitude scale was used to divide the influencing factors of enrollment and the events of the total evaluation of the
school into five levels: very high, high, medidaw and very low in order to understand the attitudes or opinions of the subjects

on the influencing factors of a certain enrollment.

In this study, analysis based on the backpagation neural network model, the basic principle of which is to mininhieestror
function by using the concept of Gradient Steepest Descent Method. The structure eptmgeigation neural network includes
input layer, hidden layer and output layer, as shown in Figure 1.

Figure 1:Structure of BackPropagation Neural Network

Input Layer  Hidden Layer Output Layer

Input layer. To represent input variables of neural network. The number of its processing units depends on the problem. Linear
transformation functions are used, as showrEiquation(1):

FOIA NN 1)

Hidden LayerTo represent the interaction between input processing units. There is no standard method to determine the number

of processing units. Usually, the optimal number pybcessing units is determined by experimental method. Noear
transformation functions are used. The network can have more than one hidden layer or no hidden layer.

Output Layer To represent the output variables of neural network. The number of @m%ing units depends on the problem.
Nonlinear transformation functions are used.
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The relationship between input value and output value of processing unit can generally be expressed by the function of the
weighted product sum of the input value, as showiEguations (2) and (3):

W A Qo 2
£§QoBw @& — 3)
where,

@ Output variables, which imitate the output signalsthe biological neuron model

f  Conversion function, which imitates the ndinear processing program of the biological neuron model. It is a mathematical
formula used to convert the weighted product sum of input values of processing units intoutpetcof processing units.
Conversiorfunction is usually used, as shown in Equation (4):

Q. —— 4)

When the independent variablapproaches positive or negative infinity, the vatii¢he function approaches (0, 1), as shown in
Figure 2.

Figure2: Conversion Function
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® Link weighted value, which imitates the synaptic strength of the biological neuron model.
@ Input variables, which imitate the input signals of the biological neuron model.

— Partial Weight, which imitates the threshold value of the biological neuron model

According to the backropagation neural network model, this study uses Alyuda Netetligence software to process the
guestionnaire data, develop prediction model and finally obtain solution to the problem. Through training and testing of the
neural network model, the outpuresults are analyzed and summarized to determine the influrentactors of school enroliment

and level of correlation, so as to understand the students' total evaluation of the school and their willingness to study.

The research processes are as follows:
Step & Establish research motivation and purpose, and def@search topics.
Step 2 Collect relevant literatures on influencing factors of enrollment in colleges and universities.

Step 3 Design questionnaire after summarizing and collating relevant literatures and students' opinions and reactions to the
needs inchoosing the school and their willingness to study.

Step 4 Conduct questionnaire survey among 100 senior school graduates by random sampling. Collect the data, compile it into
excel worksheet and then import the data into neural network software.
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Step 5 Implement the Alyuda Neurolntelligence software and apply neural network simulation and prediction analysis on the
data of 100 questionnaires. Among them, 70 data are used for training and testing for modeling, and 30 data are used for
prediction and anlysis after obtaining the model.

Step 8 Analyze and compare the influencing factors. With the initial predicted value as the benchmark, this study revises the
input value of 10 influencing factors in turn. A total of 10 modifications are executed, witlinfimencing factor modified each
time. Then, record the initial predicted value and the modified predicted value.

Step 7 Calculate the difference between the initial and modified predicted value by using Root Mean Square Error (RMSE) and
analyze the caelation degree and importance ranking of the influencing factors for the overall evaluation of the school.

Step 8 Conclude the study.
4. DATA ANALYSIS

With the abovementioned research methods, this study investigated the factors influencing the enrdlh&aiwan's colleges
and universities. The results of the relevant data analysis are as follows:

The questionnaire survey were collected and compiled into excel worksheet, and input into Alyuda Neuro Intelligence software,
as shown in Figure 3.

Figure3: Data Input

B Import from MS Excel file - trainingdata.xls _|Oo| x|
File preview: Worksheets:
A le] ¢ o] e | F | ¢ | w 1A

1 |Location Tuition Reputation Career Scholarship Internship Oversea study Curniculum Facul

2 |3 2 4 5 3 3 3 2 2

3 |2 2 4 5 4 3 3 3 3

4 |3 3 3 5 5 4 2 3 2

5 |2 2 3 4 2 2 4 3 3

s |4 3 3 5 3 3 2 2 2

7 | 2 I3 4 3 2 2 3 2

s |2 33 5 5 3 2 3 3

9 |2 2 3 5 4 2 2 3 2

103 4 3 4 4 3 3 3 3

113 2 4 4 4 2 3 4 2

123 3 3 3 3 3 3 3 2

13 [4 2 3 5 5 2 3 3 3

143 4 3 5 5 3 5 3 3

15 [3 2 4 4 3 3 3 3 3 Hange:

53 3 3 3 4 4 3 2 4 S

73 3 3 5 5 2 2 3 3

=g s g 2 : ! : s ¥ [First row contains column names
8 |5 2 3 4 4 3 3 3 3

20 [2 2 4 5 5 4 3 4 s |,

< > ok | cowe |

The processing flow of Alyuda Neurolntelligence software are analyzing, preprocessing, design, training, testing arh.predicti
After data importation, Alyuda Neurolntelligence analyzed the data to define parameters and test whether theze w
abnormalities in the data. This study took 10 factors of enroliment, namely location, tuition, reputation, career, schplarshi
internship, oversea study, curriculum, faculty and campus, as independent variables, and students' total evaluatioohafathe s
as a dependent variable, as shown in Figure 4.
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Figure4: Data Analysis

# trainingdataxls - Alyuda Neurointelligence - a ®
Ele Yiew Data Network Query Qptions Help
W+ B | B Analyze + 5 - [ | s Breprocess - | B Design L2 oF - | b Train - & - B0 Test 15+ | 9* Query @* LF - @
[Rewoeta e ______________Fj
i 12 B @® ¢ % | Terget: [Total evaluton =] @ | 3Z 2% =T Show row umbers | (B - H
Tuton |() Reputaton | Career [() Scholarshp | () internship_[(1) Oversea st F: ) {19 Total evaluation | » | Dats hes been mported from fie “Wainingdata. ds™
s 0 0 0 0 Data snalyss resits:
11 columns and 70 rows anaiysed
5 o 3 3 3 3 2 s 11 columns and 70 rows: accepted for neural network iraining
5 ] 4 2 3 2 2 H 11 numeric columns:
2 3 4 2 2 4 3 3 4 4 Locstion
Tuston
3 3 s 3 3 2 2 2 2 3 Reputation
2 3 B 3 2 2 3 2 3 + Career
3 3 s s 3 2 3 3 4 s Scholarsh
2 3 s 4 2 2 3 F 2 5 Oversea study
A 3 4 4 3 3 3 3 2 4 G
2 4 4 4 2 3 4 2 3 4 Eau.lty
2 3 3 3 2 2 2 3 2 2 = Towl evaluaton
o 2 3 s s 2 3 3 3 4 s Output cokmn: Total evakiation
TRH|3 4 3 L] t] 3 t] 3 3 2 s Data partition
w3 2 4 4 3 3 3 3 3 3 . o e el
T3 3 3 3 4 L] 3 2 4 2 3 8 records to Traning set (68.57%)
TR 3 3 3 s s 2 2 3 3 4 4 11 racords t Vakdaton set (15.71°%)
N2 1 s 2 3 2 3 3 3 2 + 11 records o Test set (15.71%)
TR s 2 3 4 -+ 3 3 3 3 3 +
e [2 2 4 s s 4 3 “ 3 3 s
Ton |2 3 2 s 4 2 2 3 2 4 s
T [2 4 3 3 4+ 2 3 2 s 2 3
wo s 2 3 4 4 3 3 3 2 2 4
w3 2 4 s 4 3 3 3 2 3 4
TR [3 3 3 s s s 3 2 2 4 s
TR 3 3 4 4 s 3 4 3 3 2 s
TR [3 5 s ] 3 3 ] 3 3 2 3
TR [2 3 4 s 4+ 2 3 4 3 3 s -
_Analyste [ reorocess ] Desn J Traring J Tesng | uery J
B 09:35:45: Preprocessing completed. =

After data analysis is completed, data preprocessing is carried out. The main purpose of data preprocessing is to convert the
original data of each column into the data that can be analyzed by the software. Alyuda Neurolntelligence software will conve
the values of independent variables into {1], and the values of dependent variables into [0, 1], as shown in Figure 5.

Figure5: Data Preprocessing

e trai Is - Alyuda Neurolntelli - a x
File View Data Network Query Options Help
W - H | P anshze - 5 - 0 o Preprocess - | B Design L2 o - | P Irain = & - b | § Test | 97 Queny o F - | @
Encoded Columns |
Tuition m H
Reputation Locaton |Tuition tation |Caresr int Overses Curricuum |Facult [Total evaluation | » |Data preprocessing completed.
Career 0 0.5 [0.333333 1 ] ] ] -1 -1 a 0.7 (Colmms bafr preprocesiags 11
Scholarship 95 05 0m@3 1 08 0 0 0333333 0333333 0.5 1 oy b s
Internship Input columns scaing range: [-1..1]
Overmen sudy 0 0 0.333333 1 1 0.5 0.5 0333333 -1 05 |1 Output column sealng range: [0...1]
Curricubum 45 05 0333333 0 0.5 0.5 0.5 0.333333 0333333 0.5 0.75 mm‘m“mws:
[Fralty 05 0 0.333333 1 0 0 0.5 -1 -1 05 05 Tution: 0.5
ima F evaluation 0 0.5 -0.333333 0 0 0.5 0.5 0333333 -1 o 0.75 Rmumn;r\ 0.666667
0.5 0 0.333333 1 1 0 0.5 £.333333 -0.333333 [0.5 1 i
95 05 0333333 1 0.5 0.5 2.5 333333 -1 0.5 1 mf:
0 05  -0.333333 0 0.5 0 o 0.333333 0333333 0.5 0.75 Oversea study: 0.5
0 0.5 0333333 0 0.5 0.5 0 0.333333 -1 0 0.75 mm7
0 0 0333333 -1 0 0 0 0.333333 -1 05 05 [
05 05 0333333 1 1 0.5 o 0.333333 0333333 0.5 |1 Total evakuation: 0.25
[ Column Detais ]} 0.5 0333333 1 1 0 1 -0.333333 -0.333333 0.5 |1 |
Parameter _|value 0 0.5 0333333 0 0 o 0 -0.333333 0.333333 0 0.7
Column type input 0 0 0333333 -1 05 0.5 o -1 0333333 0.5 05
Format rumerical 0 0 0.333333 1 1 0.5 0.5 .333333 0333333 0.5 0.75
Scaingrange [-1..1] 45 o5 1 o o 0.5 0 0.333333 0333333 0.5 0.7S
Encodedinto 1 columns 1 0.5 0.333333 0 0.5 0 o 0,333333 -0,333333 0 0.75
Mn 1 05 05 03333 1 1 0.5 0 0333333 0333333 0 1
Max s as 0 -1 1 0.5 0.5 0.5 0.333333 -1 as 1
Mean 2.742857 95 05 0333333 -1 05 0.5 ] -1 1 0.5 05
Std. deviation 0.647759 0 0.5 0.333333 0 0.5 0 o .333333 -1 05 075
Scalng factor 0.5 [] 0.5 0.333333 1 0.5 0 0 -0.333333 1 0 0.75
0 0.333333 1 1 f 0 -1 -1 as 1
0 0 03333 0 1 0 0.5 0.333333 0333333 0.5 |1
0 1 1 0 0 0 .333333 0333333 0.5 0.5
45 0 o03m3 L 0.5 0.5 0 0333333 0333333 0 1 .
[ % 09:37:42: Preprocessng completed. = x

Ready for training.

After data preprocessing is completed, Alyuda Neuro Intelligence software is used to design the etwvwelt architecture, and
set the architecture of input layer, the hidden layer and the output layer of the network, as well as the number of neurons i
hidden layer, as shown in Figure 6.
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Figure6: Neural Network Design

B trai Is - Alyuda Neurolntelli - 8 %
File View Data Network Query Options Help
W - H | B acshze - 5 - [ b Preprocess - B+ Design L2 o2 - | P Train - & - b | f Test % | 97 Queny o F - | @
[ Design Report 5|
¥ Bhow network image] L E B ]
~| D [architecture | of Wesghts |Fitness [Testerror  [akaike's critesion|R -Squared |correlaton [Train Error [Stop Reason | [Automatic architectur
10-20-1 1 [0 13 1513912 0.66054 0005707 |0.255984 0.590342 0.725457 Allterations dane ol e
2 (10251 301 L5%107 0.69786  0.002%9  0.02439 0.308297 0.791606 Alieratons done | e oo acire
3 [10-15-1] 181 1.560329 0.649089 0.006076 0.046822 0.343432 0.785346 Alliterations done Error function: Sum-
4 [109-1] 109 1.551252 0.64464 0.047367 0.010856 0.20414 0.794025 Alliterations done Actvabon "-"‘“"
s (0-21) 253 1500214 0.666571 0003231 0.017851 0288231 0.800515 Aliteratons done | | “Sorchparameters:
I I 6 [10-18-) 217 1.561747 0.640308 0004216 0.009%78 0.13645 0795584 Aliterations done Fitness anteria: Tes
.‘.I 7 [10-15-1] 229 1.570659 0.636676 0.003837 0.032162 0.490805 0.785792 Alliterations done WW"?V“;
.‘.l.'l\I 8 [10201] 2a1 1579937 0003514 0.032106 0395386 0.785441 Aliterations done |\ "goo T
N s ]
8 %‘\ Best network Parameter [vaiue .
J i - 3
! 241
" :
.‘\. 1579937 i
N o\ 0.632037 [10-19-1] fitness: 1
\/ 0.003514 [10-20-1] fitness: 1
" 4 =l 0.032106
=
= = |Vdg 0.785441
e pyors e Al iterations dc
Inputaactivation FX__|Logistic
Output error FX Sum-of -squares.
Output activation X Logistic
[} 0 100 150 20 0 300 350 00 450 500
terations < >
analyss | Preprocessing  Design [ Training | Testing | Query
[ E7F 09:39:35: Architecture search completed. = X

Ready for training.

After completing the design afeural network architecture, some relevant parameters must be set before data training. Limited
Memory QuasiNewton is selected as the training algorithm, and 500 training cycles are set as well, as shown in Figure 7

Figure7: Neural Network Training Algithm

Network Training Options X
Traring | advanced
Training algorithm | [ Stop training conditions
(" Quick Propagation [~ By error value
" Conjugate Gradient Descent Error type: (& Average € Ma
(" Quasi-Newton @ A |»:r.1s
& Limited Memory Quasi-Newton:  MSE ID.Dl
(" Levenberg-Marquardt " CCR I94.999999
(" Online Back Propagation Track S NTrArng I
(" Batch Back Propagation
[~ By error change
Training algorithm's parameters I Network MSE W
tion coefficient 1.75 Therat 0 -
0.1 I~ Dataset error IO.DODOOOI
0.1 Iterat 10 j
. [V By iterations: 500 =

Defaults OKICancell

After completing the setting, data training is carried out by the software. When training is completed, the relevant masshges
graphics showed that the neural network model has converged, as shown Figure 8.
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Figure8: Data Training

After obtaining the model through data training, data testing can be carried out to examine the prediction accuracy of the model.
After testing the model in this study, the relevant messages and graphics indicated that the neural network model preszhted g
prediction accuracy, and therefore, the initial model of the neural network was successfully completed, as shown in Figure 9.

Figure9: Data esting

The model developed by the software was then used to predict the remaining 30 data, and results are ai $figune 10.
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