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ABSTRACT

Purpose - A macroeconomic analysis is a statistical analysis showing the current situation of the economy. Thanks to this analysis,
individuals, investors, companies, states, and the public can perceive the strengths and weaknesses of the economy and make decisions
accordingly. In this study, the macroeconomic performances of forty-four European countries was analyzed.

Methodology- The Grey relational analysis method was used in the study.

Findings- As evaluation criteria, nine macroeconomic variables were determined and thus two important results were obtained. The first
was the indication of the Grey relational analysis (GRA) method application, an analysis method consisting of six stages. The second result
was the macroeconomic performances of European countries.

Conclusion- According to the obtained findings, the ten countries with the most successful macroeconomic performance were Ireland,
Russia, Germany, Azerbaijan, Malta, Luxembourg, Netherlands, United Kingdom, Armenia, and Poland, and the ten countries with the
lowest macroeconomic performance were France, Serbia, Finland, Portugal, Italy, Bosnia and Herzegovina, Croatia, Belgium, Montenegro,
Ukraine, and Greece. Turkey ranked thirty-third among the forty-four countries

Keywords: Grey theory, Grey relational analysis, economic performances, European countries, Index of Economic Freedom.
JEL Codes: C00, C02, G11

1. INTRODUCTION

Macroeconomic analysis is a statistical analysis showing the current situation of the economy. Thanks to this analysis,
individuals, investors, companies, states, and the public can perceive the strengths and weaknesses of the economy and
make decisions accordingly. In the periods of economic progress and recession, the decisions that are taken show
differences.

If the price of an asset comprises all information that may affect this price, market is assumed to be active. However, in
daily life, decisions are taken in an environment where the assumption of full information is not valid. If the assumption of
full information were valid, each decision to be taken would be evaluated as optimal decision. Conversely, the partieshave
information different from each other when the missinginformation isvalid. The party with this particular knowledge uses
the current situation for its own benefit. Simply put, insiders have more information than outsiders. In such an
environment, it becomes extremely important to make correct decisions.

Multi-criteria decision making methods are used in the literature to solve various decision-making problems. The solution of
the problem arrives at the conclusion with the selection of the highest satisfaction rating alternative amon g a series of
alternatives. One of these methods is the Grey relational analysis method (GRA). GRA is a method used to analyze the
relationships between discrete data. The most important advantage of the GRA method is that its results are based on
original data, and its calculation is easy to make. The Grey method, which consists of six steps, starts with the preparation
of the decision-making matrix and ends with the comparison of the comparability series the and reference series.
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In this study, the macroeconomic performances of forty-four European countries were analyzed by using the Grey relational
analysis method. As evaluation criteria, nine economic variables were used. Each of these variables was a risk factor, and
these risk factors are affected by every new piece of information in the market and the general condition ofthe economy.
These risk factors consist of two components. The first is systematic risk. The second is unsystematic risk. Unsystematic ris k
can be completely eliminated. However, systematic risk is a risk that the entire market is exposed to. This risk can be
reduced but not completely eliminated. These effects constantly change the economic performance of countries.

2. LITERATURE REVIEW

In the literature, there are alarge number of studies conducted in the fields of health sciences, social sciences, and sport
sciences based on the GRA method. Some of these studiesare summarized below. Nevertheless, there wasno study in the
literature examining the economic performances of countries based on the GRA method.

Wu (2002) examined the GRA method in his study in which it was concluded that the GRA method is simple and easy to
calculate and understand. On the other hand, itis not easy to determine which method is more reliable and reasonable for
the problem of multiple attribute decision making (MADM). The best way to cope with this deficiency is to apply several
MADM method to the same problem, compare the results, and make the final decision based on the results obtained.

Lin and Lin (2002) evaluated the process of electric discharge machining (EDM) with Grey Relational Analysis method. To
solve the EDM process with multi-performance characteristics, the Grey relational classification acquired from the Grey
relational analysis was used. Optimal processing parameters were then calculated with the Grey relational degree as the
performance index. The experimental results show that the processing performance in EDM process could be effectively
improved with thisapproach.

Kao and Hocheng (2003) used the Grey relational analysis method in their study. According to Grey system theory, the Grey
relational analysis is a method used to analyze the relationships between multi-factor series and less data, which is
considered to be more advantageous than statistical regression analysis. The analysis of multi-performance characteristics
was made with the Grey relational degree. Grey relational analysis can be used for multiple input, discrete data. and
uncertain experimental studies. The experiments carried out indicated the efficiency of Grey relational analysis, and the
efficiency of this approach was confirmed by the experiment and variance analysis.

Tsai, Chang, and Chen (2003) used the GRA method for the selection of an appropriate vendor. They recommended this
method for determining the performancesofthe vendors due to the advantages of the Grey multiple attributes decision.
The suggested approach provided to be performed measurement in accordance with the requirements of every enterprise
for the supplier evaluation. It determined the general performance of a supplier and the order of selection of suitable
vendors. The optimal decision was also made in compliance with the general performance.

Chang, Tsai, and Chen (2003) indicated that Grey relational analysis method can be used in the analysis of sport
technologies, the selection of atrainer, and the evaluation of general performance in the decathlon. The most important
advantage of the Grey theory is to consider not only imperfect knowledge but also uncertain problemsin detail. It servesas
an analysis tool particularly when there is not enough data. Thanks to the quantitative analysis of the Grey relationship,
more accurate and subjective dataare provided. It isthought that this method might be areliable analytic approach for the
decathlon evaluation models.

Singh, Raghukandan, and Pai (2004) made use of Grey relational analysis in their study when examining the optimization of
electric discharge machining parameters. In this process, they normalized the results obtained from the experiment which
they conducted in the first step. In the second step, they calculated Grey’s relational coefficient and, in the third step, t he
relational degree of Grey. After that, in the fourth step, they made a statistical variance analysis and, in the fifth step,
determined the optimal level of the parameters. Finally, in the last step, the correctness of the parameterswas confirmed
with a validity check. During the application of this technique, the Grey relational analysis transformed the multi-response
variable to a single response Grey relational degree. In this way, the optimization procedure became simple and intelligible.

In Tosun’s (2006) study, the optimum parameters were determined for the multi-performance characteristics in the
terebration process by using GRA (surface roughness and burr height). Optimal processing parameters were calculated with
the Grey relational degree obtained from the Grey relational analysis for multi-performance characteristics. The
experimental results showed that surface roughness and burr height in the terebration process can be effectively improved
with the new approach.

Wu (2007) made a comparison between the Grey relational analysis to be used and RIDIT methodsin order to examine the
data obtained from Likert scale questionnaires. The Likert scale is one of the most used methods in social sciences for
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collecting data about attitudes, perceptions, values, habits, and behavioral changes. The sample size used influences the
reliability of the results produced by using conventional statistical analysistechniques. It was determined that the results
obtained by applying the methods used were extremely consistent with each other.

Kuo, Yang and Huang (2008) examined the decision-making process with the GRA method. There are many different
situationsin daily life and workplace that cause a decision problem. Some of them are related to the selection of the best
among the existing multiple alternatives. However, only one alternative does not produce the best result for the all
performance features. For the solution of these kind of problems, it is suggested that the multiple attribute decision -making
(MADM) method using Grey relational analysis (GRA). The two cases examined show that GRA isan effective tool for solving
a MADM problem.

Hsu and Wang (2009) analyzed the effect of multiple determinants on the integrated circuit industry by using Grey
relational analysisand a Grey prediction model in their study. Advanced technology industries play an important role in the
period of social economic change. Reliable data are an indispensable source of information for a prediction model.
Technological forecasting in general suffers from limited historical dataand imperfect information. Within thisframework,
while conventional time series models do not exceed the requirement of historical data collection, multi-variable
predictions are more suitable than single variables for complex decision problems.

Zhai, Khoo, and Zhong (2009) examined the design concept assessment with the GRA method in their study. The design
concept assessment isa multi-criteria decision-making process consisting of a large quantity of generally indefinite dataand
expert information. The suggested rough-grey analysis indicated that indefinite design and expert information can be
modelled more effectively and objectively.

Hou (2010) developed an optimization model based on the fundamental assumption of a conventional Grey relation al
analysis (GRA) method. Additionally, he examined multi-featured decision-making problems related to intuitionist fuzzy
information in which the information is not exactly known, and the values of the features are in the form of intuitive fuzzy
numbers. Consequently, the degree of the Grey relationship between every alternative and positive ideal solution was
calculated. In the study, an explanatory example was given to show effectivenessand confirm the approach.

Al-Refaie, Al- Durgham, and Bata (2010) suggested an approach to optimize multiple responses in the Taguchi method by
using regression models and Grey relational analysis which uses every quality response to transform a single level of Grey.
Accordingly, the larger level of Grey shows a better performance. The level of factor with the highest-level degree was
selected asthe most appropriate level for this factor. Moreover, thisapproach can be used for imperfect data.

Xiao, Wang, Fu, and Zhao (2012) examined the fundamental factors of the Web service quality by using Grey relational
analysis theory which concentrates on uncertain situations; however, in this process, while part of the information is
known, the other par is not known. Grey relational theory argues that the objective system and data characterization are
very complicated. However, the factors in the system affect each other internally, and every factor has a very significant
role. Grey relational analysisis the most common and dynamic component of the Grey system theory. Although t he given
information is limited, GRA produces a simple result for analyzing the series relationship or system behaviors. The basic
element of the method is the quantitative comparison of the effect factors in the dynamic development trend of the
system.

Liu, Baniyounes, Rasul, Amanullah, and Khan (2013) analyzed the sustainability of a renewable energy system (RES) based
on Grey relational analysis. The object of the study was to improve a sustainability indicator in order to evaluate the
sustainability of renewable energy sources precisely and comprehensively. Grey regression analysis method was used to
cope with uncertaintiesin the determination and assessment o sustainability. The Grey indicator isone of the best ways to
evaluate the sustainability of RES. Itisa suitable and better tool for users, decision-makers, and researchers.

Hashemi, Karimi, and Tavana (2015) examined supplier selection decisions with an improved GRAmethod, in their study. To
weight the significance level of evaluation criteria, the analytic hierarchy process (AHP) method was used. The suggested
approach allowsthe linguistic evaluation system in the green supplier selection process to be used and the decision -makers
to participate in the evaluation process.

Wang, Zhang, Chong and Wang (2017) evaluated supplier performance with seventeen flexible criteriaunder a combined
methodology consisting of an analytic hierarchy process (AHP) and Grey relational analysis (GRA). A supplier selection
suitable for effective information integration was suggested for supply chain management. The flexibility capability of a
supplieris considerably important for supplier selection. The flexibility criteriainfluencing the selection priorities of t he
suppliers were determined by changing the weights given to each criterion. AHP and GRA examine the criteria and then
rank the suppliers, respectively.
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Chen and Lee (2019) examined the Grey relational analysis (GRA) method to estimate the electricity
consumption of public buildings using weather conditions. Increasingenvironmental awareness hasincreased
the importance of controlling and monitoring electricity consumption. Grey relational analysis has been
proposedto analyze the relationship between weather conditions and electricity consumption. In addition,
adaptive network-based fuzzy inference systems (ANFIS) method was used to estimate electricity consumption
according to weather conditions and human activities. There are two important results. First, it shows that
ANFISs achieve higher performance with fewer parameters. Second, the GRA can evaluate the magnitude of
the relationship betweenthe factors used and a particular output.

Tan, Chen and Wu (2019) used Analytic Hierarchy Process and Grey Relational Analysis Approaches in
environmentally friendly product design. Increasing public awareness of environmental protection and
environmental protection laws are enteringinto force worldwide. Green awarenessand greenproduct design
have becomeacriticalissue for companies. On the other hand, greensensitivity increases the production costs
of companies. In this context, environmental performance and market value of green design has been
examined. The proposed methods are an important tool for small and medium-sized enterprises to implement
greeninitiatives in their new product design processes.

Lin, Chengand Chen(2020) used Grey Relational Analysis (GRA) method forproduct designin their study.
Designers experience uncertainties during the development of their new products. Without defined design
goals, new product development negativelyimpacts productivity. Therefore, itisimportantfor companies to
find an optimization approach that facilitates the new product development process and reduces costs. For
this, the grey relational analysis method is proposed to analyze and optimize the parameters of the new
productdesign. The results show that the proposed methodcan increase variety in new product designs and
reduce costs.

3. DATA AND METHODOLOGY

This study has two important aims, first, to demonstrate the application of the GRA method, and, second one, to analyze
the macroeconomic performances of European countries with the GRAmethod.

The forty-four European countries are evaluated, and the nine evaluation criteriaare indicated in therange of A3 -A47 and
inthe range of C1-C9, respectively, in Table 1. The assessment criteria were determined as tax burden percentage of GDP,
government expenditure percentage of GDP, inflation percentage, public debt percentage of GDP, unemployment
percentage, GDP (billions, PPP), GDP growth rate percentage, GDP per Capita (PPP), and FDI inflow (millions).The data from
2020 were taken from the Index of Economic Freedom.

3.1. Grey Relational Analysis Method
The mathematical form of the model is as below. In its construction, we benefited from the study by Wu (2002, p. 211-212).

Step 1. Preparation of Data Set and Decision Matrix
The seriesto be subjected to the comparison of the decision problem is determined.

xi= (xi(1), xi(2),..., xi(j), ..., xi(n)), i=1,2,3,...m
i=1,2,3,...n (1)

Step 2. Formation of the Reference (xo) and Compared (xi) Series.
The reference seriesis (xo), Xo= (Xo(1), Xo(2),..., Xo(j), ..., Xo(n)). The compared seriesis (xi), xi(1), xi(2),..., Xi(j), ..., Xi(n).
The compared xi series can be represented in a matrix form:
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x@® %@ x@ . x(M)]
D) %2 %@ . . . %(n)
0 %2 %@ . . . %0
X;= (2)
WO @ KO ko,

Step 3. Normalization of the Data Set

The data can be processed as one of the three types, that is, the larger is better, the smallerisbetter,and the nominal is
the best.

The formulafor the larger-better conversion is defined as below:

X (j) = % (§)—min; x(])
T max; % (1) ~min x,(j)

3)

xi *(j) shows the value converted.
The formulato be converted for the smaller-better:
X*(j)_ maxi Xi(j)_xi(j)
i - R R R
max; x; () —min x(j)

(4)

The formulato be converted for nominal-the best:
e () =6 ()]
x ()= - -
max; X (J) — Xy (1)

Furthermore, the reference x0 series should be normalized with the equation of (3) or (5). For example, ifthe larger-better
transformation isapplied,

. %(i)—min; x(j)
" max; x(j)-minx,(j)

(5)

In this way, the normalized reference series of xo can be calculated.

After the originaldata setis normalized by one of the three of them, the conversiontypes shownin Equation
(2) can be revised as follows:
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XD x@) x@ . . . K]
%0 %) %@ . . . %0
%0 %2 %@ . . . x50
X, = ) (6)
KO X@ K@ . . . O]

Step 4. Calculation of the Distance of Ag; (j)
The obtained value isthe absolute difference between xo* and x; *.

A (1) =[x () =X (D)

A @ Ay () AB) . Ay(N)]
Ap@ Ay (2) ApB) - o o Ay(N)
A Ap(2) A - . . Ak(n)
= . . . e . (7)
_AOrT; @ AOm. (2) AOml €) AOm. (n)

Step 5. Application of Grey Relational Equation to Calculate the Grey Relational Coefficient I'0i(j)
The Grey relational equationisapplied to calculate the Grey relational coefficient I'gi(j) by using the equation given below:

Amin+ A max
Ay (J)+¢Amax

Yai()) = (8)

Amax =maxmax A, (j),Amin=minmin Ay (), in cases where
i j 1 J

and ¢ €[0,1]

Step 6. Calculation of the Degree of the Grey Coefficient Npi.
When the weight of the criteria (W) is determined, the degree of the Grey coefficient 'y is calculated as
follows:

n

Ly :Z[Wi (J)er(J)] )

i

For the decision-making processes, if any alternative hasthe highest I'0i value, it isthe most important alternative. For this
reason, the priorities of the alternatives can be ranked based on the lgj values.
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4. FINDINGS AND DISCUSSIONS

The study by Yildirim (2018, p. 236-242) was used for the solution of the problem.

Step 1. Determination of the Decision Matrix

Nine assessment criteria were determined to state the macroeconomic performances of the countries in the decision
problem. The countries subject to performance evaluations and criteria values are shown in Table 1 by using a Microsoft
Excel spreadsheet.

Table 1: Data Set

A B |c |p | [F |e |H |i J
1 c1 [c2 |c3 |ca |c5 |c6 |c7 |[cs c9

2 Min | Min [ Min | Min | Min | Max | Max | Max Max

3 | Albania 26 (29 |2 |69 |14 |38 |4 [13345 |1294
4 | Armenia 21 |25 |3 |48 [18 [30 |5 [10176 |254

> | Austria 42 |49 |2 |74 |5 |463 |3 |52137 |7618
6 | Azerbaijan 13 |35 |2 |19 |5 |180 |1 |18076 |1403
7| Belarus 25 [39 |5 |48 |6 [189 |3 |20003 |1469
8 | Belgium 45 |53 |2 |101|6 |s51 |1 |48245 |4873
9 Bosnia and Herzegovina 38 |41 |1 37 (21 |47 3 13491 | 468

10| gylgaria 28 [34 |3 |21 |5 |162 |3 |[23156 |2059
11| croatia 39 (47 |2 |74 |9 107 |3 |26221 [1159
121 cyprus 34 [37 |1 |103|8 |[35 |4 [39973 |3285
131 czech Republic 35 |40 |2 |33 |2 |396 [3 [37371 |9479
141 benmark 46 |52 |1 |34 |5 |301 |1 |s2121 |1789
15| Estonia 33 39 |3 |8 |6 |45 |4 [34096 |1309
16| Finland 43 [s4 |1 |e1 |8 |257 |2 |46430 |1225
17| France 46 |56 |2 |99 |9 |2063|2 |45775 |37294
18] Georgia 26 [30 |3 |45 |14 |43 |5 [11485 [1232
19 Germany 38 |44 |2 |60 |3 |4356|1 |52559 |25706
20| Greece 39 (48 |1 |183|19 [313 |2 |29123 |4257
211 Hungary 38 47 |3 |69 |4 [312 |5 |31903 |6389
22| |celand 38 [43 |3 |35 [3 |20 |5 |[s55917 |-336

23| reland 23 |27 |1 |65 |6 386 |7 |78785 |-66346
24| jtaly 42 |49 |1 13210 [2397|1 |39637 |24276
25 Kosovo 23 |28 |1 |17 |31 |21 |4 |11552 |3590
261 | atvia 30 [37 [3 |38 |8 |[s8 |5 |29901 [879

271 |ithuania 30 [34 [3 |36 |6 |97 |3 |34826 [905

28| uxembourg 39 |43 |2 |22 |6 |64 |3 |106705]|-5615
23 | North Macedonia 26 [31 |1 |40 [22 [33 |3 [15709 |737

30 Malta 33 [36 |2 |45 |5 |21 |6 |45606 |4061
31| Moldova 33 |31 |3 |27 [3 [26 |4 [7305 |228
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321 Montenegro 36 |48 [3 |72 |16 |12 |5 |19043 |490

33| Netherlands 39 [43 |2 |54 |4 |969 |3 |[56383 |69659
34| Norway 38 |50 [3 |37 |4 |396 |1 |74356 |-18215
35 poland 34 |41 |2 |48 |4 [1213|5 [31939 |11476
36 portugal 35 |45 |1 |121|7 320 |2 [32006 |4895
37 | Romania 25 [31 |5 |37 |4 |s16 |4 |26447 |58s88
38| Russia 24 |35 [3 |14 |5 [4213|2 |29267 |13332
33 serbia 36 41 |2 |54 |14 [123 |4 |[17555 |4126
401 5jovakia 33 (41 [3 |49 |7 191 |4 |35130 [475

411 s1ovenia 36 |44 |2 |68 |6 |76 |4 |36746 |1419
42 spain 34 |42 |2 |97 |16 |1864|3 |40139 |43591
43| sweden 44 |50 |2 |39 |6 |[s42 |2 |52984 |11148
44| switzerland 29 |34 |1 |41 |5 |s49 |3 |e4649 |-87212
45 | Turkey 25 |35 |16 |29 |11 [2293|3 |27956 |12944
461 Ukraine 34 |42 |11 |64 |9 |[390 |3 |9283 [2355
47| United Kingdom 33 |41 |2 |87 |4 |[3038|1 [45705 |64487

Step 2. The Formation of the Reference Seriesand the Comparison Matrix

While creating the reference series of the application, the data set was calculated as indicated in Table 2 by using the values
belonging to the aforesaid countries. For this reason, the formula =IF(M1="Min"; MIN(M3:M47);MAX(M3:M47)) is written
inline M2.

Table 2: Adding Reference Series to the Data Set

L M [N |o |p |a |[r s T u
1 Min. | Min. | Min. | Min. | Min. | Maks. | Maks. | Maks. | Maks.
2 | Referans 13 |25 |1 |8 |2 |a3s6 |7 106705 | 69659
3 | Albania 26 |29 |2 |69 |14 |38 |4 13345 | 1294
4 | Armenia 21 |25 |3 |48 |18 |30 |s 10176 | 254

5 | austria 42 |49 |2 |74 |5 |63 |3 52137 | 7618
6 | Azerbaijan 13 |35 |2 |19 |5 |180 |1 18076 | 1403
7 | Belarus 25 |39 |5 |48 |6 |189 |3 20003 | 1469
8 | Belgium 45 |53 |2 101 e |s51 |1 48245 | 4873
9 Bosnia and Herzegovina | 38 41 1 37 21 47 3 13491 | 468

101 Bylgaria 28 |34 |3 |21 |5 |162 |3 23156 | 2059
11| croatia 39 (47 |2 |74 |9 |107 |3 26221 | 1159
121 cyprus 34 37 |1 |103]|8 [35 |4 39973 [3285
13| czech Republic 35 (40 |2 |33 |2 |396 |3 37371 | 9479
14 penmark 46 |52 |1 |34 |5 |301 |1 52121 | 1789
15 Estonia 33 (39 (3 |8 |6 |45 |4 34096 | 1309
16| Finland 43 |sa |1 |e1 |8 |257 |2 46430 | 1225
17| France 46 |56 |2 |99 |9 |2963 |2 45775 | 37294
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18| Georgia 26 (30 |3 |45 |14 |43 |5 11485 | 1232
191 Germany 38 |44 |2 |e0 |3 |43s6 |1 52559 | 25706
20| Greece 39 |48 |1 183 [19 |313 |2 29123 | 4257
21 Hungary 38 |47 |3 |69 |4 |312 |s 31903 | 6389
221 celand 38 [43 |3 |35 [3 |20 |5 55917 |-336
23| |reland 23 |27 |1 |65 |6 |38 |7 78785 |-66346
24 raly 42 |49 |1 |132 |10 |2397 |1 39637 | 24276
25 [ Kosovo 23 |28 |1 |17 |31 |21 |4 11552 | 3590
26 | atvia 30 |37 |3 |38 |8 |s8 |s 29901 |879
27 Lithuania 30 |34 |3 |36 |6 |97 |3 34826 | 905
28| uxembourg 39 (43 [2 |22 |6 |64 |3 106705 | 5615
29| North Macedonia 26 (31 |1 |40 |22 |33 |3 15709 | 737
30 Malta 33 |36 |2 |45 |5 |21 s 45606 | 4061
311 Moldova 33 (31 |3 |27 [3 |26 |4 7305 |228
32| Montenegro 36 |48 |3 |72 |16 |12 |5 19043 | 490
33| Netherlands 39 |43 |2 |54 |4 |969 |3 56383 | 69659
34| Norway 38 |s0 |3 |37 |4 |396 |1 74356 |-18215
35| poland 34 |41 |2 |48 |4 |1213 |5 31939 | 11476
36| portugal 35 |45 |1 121 |7 [329 |2 32006 | 4895
37| Romania 25 (31 |5 |37 |4 |s16 |4 26447 | 5888
38| Russia 24 (35 |3 |14 |5 |4213 |2 29267 | 13332
39| serbia 36 |41 |2 |54 |14 [123 |4 17555 | 4126
401 s1ovakia 33 |41 |3 |49 |7 |191 |4 35130 | 475
411 s1ovenia 36 (44 |2 |es |6 |76 |4 36746 | 1419
42| spain 34 |42 |2 |97 |16 |1864 |3 40139 | 43591
43| sweden 44 |s0 |2 |39 |6 |s42 |2 52984 | 11148
441 switzerland 29 |34 |1 |41 |5 |s49 |3 64649 |-87212
45| Turkey 25 |35 |16 |29 |11 |2293 |3 27956 | 12944
461 Ukraine 34 |42 |11 |64 |9 |390 |3 9283 | 2355
47 United Kingdom 33 |41 [2 |87 |a [3038 [1 45705 | 64487

Step 3. The Normalization Process and the Formation of the Normalization Matrix

In the normalization process, the calculation was made by assigning the minimization status for the criteria labeled Min and
the maximization statues for the criteria labeled Max. The normalization calculations are shown in Table 3.

For this, the formula =IF(M$1="Maks";(M2-MIN(M$2:M$47))/(MAX(MS$2:MS$47)-MIN(MS2:MS47));((MAX(MS2:MS$47)-
M2)/(MAX(MS$2:M$47)-MIN(MS2:M$47)))) iswrittenin line B51.

Table 3: Normalization Process

A B C D E F G H | )
50 et |2 |3 |ca |cs |ce |c7 |c8 |co
51| peference 1,000 | 1,000 1,000 | 1,000| 1,000 | 1,000| 1,000 | 1,000| 1,000
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32| Albania 0,623 |0,882|0,916 | 0,654 0,591 | 0,006 0,553 | 0,061 0,564
33 | Armenia 0,772 | 1,000| 0,884 | 0,769 0,456 | 0,004 0,699 | 0,029 0,558
>4 Austria 0,134 [0,231|0,9100,622| 0,915 | 0,104| 0,309 | 0,451 0,605
35 | Azerbaijan 1,000 0,687 | 0,898 | 0,935| 0,900 0,039 0,079 | 0,108 0,565
261 Belarus 0,641|0,559|0,734|0,773| 0,883 | 0,041 0,362 | 0,128| 0,565
>7 | Belgium 0,049 | 0,125|0,897| 0,467/ 0,861 | 0,124| 0,093 | 0,412] 0,587
28 | Bosnia and Herzegovina | 0,252 | 0,494 0,958 | 0,835 | 0,345 | 0,008| 0,374 | 0,062 0,559
>3 | Bulgaria 0,562 | 0,736|0,877| 0,929/ 0,897 | 0,035| 0,391 | 0,159 0,569
60| croatia 0,231|0,315|0,949 | 0,624| 0,769 | 0,022| 0,308 | 0,190 0,563
611 cyprus 0,380 0,622|0,995| 0,461 0,797 | 0,005 0,505 | 0,329 0,577
621 czech Republic 0,343 |0,539| 0,907 | 0,858 1,000 | 0,088 0,343 | 0,302] 0,616
63| penmark 0,006 | 0,151| 1,000 0,850 0,907 | 0,067| 0,057 | 0,451| 0,567
64| Estonia 0,401 | 0,547|0,827 | 1,000| 0,890 | 0,008 0,503 | 0,270/ 0,564
651 Finland 0,088 | 0,065| 0,971 0,701 0,808 | 0,056 0,261 | 0,394 0,564
66| France 0,000 | 0,000{ 0,911 0,483 0,758 | 0,679 0,108 | 0,387] 0,794
671 Georgia 0,623 |0,864|0,878|0,792| 0,584 | 0,007 0,645 | 0,042| 0,564
68 | Germany 0,264 | 0,404|0,922|0,705| 0,964 | 1,000 0,096 | 0,455 0,720
691 Greece 0,207 [ 0,279| 0,996 | 0,000| 0,402 | 0,069 0,205 | 0,219 0,583
70| Hungary 0,258 |0,313|0,863| 0,650 0,954 | 0,069 0,684 | 0,247| 0,597
711 celand 0,258 | 0,428| 0,874 | 0,844 0,982 | 0,002 0,629 | 0,489 0,554
72| |reland 0,711 |0,963| 1,000 0,674| 0,883 | 0,086 1,000 | 0,719| 0,133
73| jtaly 0,116 | 0,245 0,966 | 0,292| 0,722 | 0,549| 0,000 0,325 0,711
74 | Kosovo 0,696 | 0,916 0,978 | 0,949 0,000 | 0,002 0,526 | 0,043] 0,579
751 Latvia 0,480|0,617|0,882|0,831| 0,804 | 0,011 0,656 | 0,227| 0,562
76| Lithuania 0,498 | 0,734|0,883|0,841| 0,872 0,020| 0,432 | 0,277| 0,562
77| Luxembourg 0,228 | 0,444|0,916 0,921 0,890 | 0,012 0,350 1,000 0,520
78 | North Macedonia 0,629 |0,817|0,952|0,820| 0,317 0,005| 0,301 | 0,085 0,561
79| Malta 0,410 | 0,643|0,934|0,787| 0,922 | 0,002| 0,929 | 0,385 0,582
80 [ Moldova 0,395 | 0,828|0,850| 0,891 0,964 | 0,003 | 0,526 | 0,000 0,557
81 | Montenegro 0,310 0,286|0,879| 0,635 0,534 | 0,000| 0,610 0,118] 0,559
82 Netherlands 0,225|0,441|0,943| 0,735 0,947 | 0,220| 0,279 | 0,494 1,000
83| Norway 0,243 |0,214| 0,868 | 0,836 0,947 | 0,088 0,087 | 0,675 0,440
84 poland 0,374 |0,488|0,943| 0,770 0,954 | 0,276| 0,711 0,248 0,629
85| portugal 0,350 | 0,374|0,971| 0,353 0,840 | 0,073] 0,202 | 0,249 0,587
86 | Romania 0,653 | 0,806 0,749 | 0,837 0,932 0,116| 0,547 | 0,193| 0,593
87 | Russia 0,669 |0,699|0,861|0,966| 0,918 | 0,967 0,245 | 0,221| 0,641
88 | serbia 0,307 | 0,499| 0,920 0,736| 0,605 | 0,026 0,585 | 0,103 0,582
83 slovakia 0,404 | 0,505| 0,884 | 0,767/ 0,843 | 0,041 0,547 | 0,280/ 0,559
90| siovenia 0,310 | 0,413|0,934|0,655| 0,890 | 0,015 0,609 | 0,296 0,565
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91| spain 0,380 0,481] 0,938 | 0,492 0,534 | 0,426| 0,278 | 0,330 0,834
92| sweden 0,067|0,216] 0,915 | 0,823| 0,858 0,122| 0,246 | 0,460 0,627
93| switzerland 0,538|0,723] 0,986 | 0,815| 0,911 0,124| 0,278 | 0,577 0,000
94| Turkey 0,647 0,705] 0,000 | 0,880 0,698 | 0,525| 0,284 | 0,208 0,638
5| Ukraine 0,365 | 0,466 0,345 | 0,681| 0,751 | 0,087 0,406 | 0,020{ 0,571
96 | United Kingdom 0,392 0,496 0,887 | 0,550 0,943 0,696 0,087 | 0,386 0,967

Step 4. The Calculation of the Absolute Value Table
Table 4 was calculated by showing the absolute differences between the normalized reference curve value and the
normalized alternative value. For this, the formula=1-B52 is written on the M52 line.

Table 4: Absolute Value Table

L M N o |p a |rR s T u
>1 cd |c2 |3 |ca |5 |6 |c7 |8 |co

52| Albania 0,377|0,118] 0,084| 0,346 0,409 | 0,994 | 0,447 {0,939 | 0,436
53 | Armenia 0,228|0,000|0,116|0,231| 0,544 | 0,996 | 0,301 0,971 | 0,442
54| pustria 0,866 | 0,769 | 0,090| 0,378| 0,085 | 0,896 | 0,691 | 0,549 | 0,395
35| Azerbaijan 0,000{ 0,313 | 0,102| 0,065 | 0,100 | 0,961 0,921 0,892 | 0,435
36| Belarus 0,359| 0,441 0,266|0,227|0,117 | 0,959 0,638 | 0,872 | 0,435
>7 | Belgium 0,951|0,875]0,103]0,533| 0,139 | 0,876 | 0,907 0,588 | 0,413
38 | Bosnia and Herzegovina 0,748| 0,506 | 0,042| 0,165 0,655 | 0,992 0,626 | 0,938 | 0,441
33| Bulgaria 0,438|0,264|0,123]0,071| 0,103 | 0,965 | 0,609 | 0,841 | 0,431
60 croatia 0,769| 0,685 0,051| 0,376| 0,231 | 0,978 0,692 | 0,810 0,437
61| cyprus 0,620|0,378]0,005| 0,539| 0,203 | 0,995 | 0,495 | 0,671 | 0,423
62 czech Republic 0,657 0,461 0,093|0,142| 0,000 | 0,912 0,657 | 0,698 | 0,384
63| penmark 0,994 | 0,849 0,000| 0,150{ 0,093 | 0,933 | 0,943 | 0,549 | 0,433
64 Estonia 0,599 0,453 0,173|0,000{ 0,110 | 0,992| 0,497 |0,730] 0,436
651 Finland 0,912|0,935]0,029|0,299| 0,192 | 0,944| 0,739 | 0,606 | 0,436
66 | France 1,000| 1,000 | 0,089{ 0,517 0,242| 0,321| 0,892 | 0,613 | 0,206
67| Georgia 0,377|0,136 | 0,122| 0,208 0,416 | 0,993 0,355 | 0,958 | 0,436
68 | Germany 0,736| 0,596 | 0,078| 0,295 0,036 | 0,000| 0,904 | 0,545 | 0,280
63 Greece 0,793| 0,721 0,004| 1,000{ 0,598 | 0,931 0,795 | 0,781 0,417
701 Hungary 0,742| 0,687 0,137|0,350| 0,046 | 0,931 | 0,316 | 0,753 | 0,403
71| |celand 0,742|0,572]0,126|0,156| 0,018 | 0,998 0,371 {0,511 | 0,446
72| |reland 0,289 0,037]0,000| 0,326|0,117 | 0,914 | 0,000 0,281 | 0,867
73| jtaly 0,884 0,755 | 0,034] 0,708| 0,278 | 0,451 1,000 0,675 | 0,289
741 Kosovo 0,304| 0,084 | 0,022| 0,051 1,000 | 0,998 0,474 | 0,957 0,421
75| Latvia 0,520|0,383]0,118|0,169| 0,196 | 0,989| 0,344 |0,773 | 0,438
781 ithuania 0,502| 0,266 | 0,117 0,159| 0,128 | 0,980 0,568 | 0,723 | 0,438
77 | Luxembourg 0,772| 0,556 | 0,084|0,079| 0,110 | 0,988| 0,650 | 0,000 | 0,480
78 | North Macedonia 0,371] 0,183 0,048| 0,180 0,683 | 0,995 0,699 0,915 | 0,439
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79 Malta 0,590 0,357 0,066|0,213| 0,078 | 0,998/ 0,071 {0,615 | 0,418
80 [ Moldova 0,605|0,172]0,150| 0,109| 0,036 | 0,997 0,474 | 1,000 0,443
811 Montenegro 0,690| 0,714 |0,121| 0,365 0,466 | 1,000{ 0,390 | 0,882 | 0,441
82 Netherlands 0,775| 0,559 0,057| 0,265 0,053 | 0,780| 0,721 | 0,506 | 0,000
83| Norway 0,757/ 0,786 | 0,132 0,164 0,053 | 0,912| 0,913 |0,325 | 0,560
84 poland 0,626|0,512|0,057| 0,230{ 0,046 | 0,724 | 0,289 0,752 | 0,371
85| portugal 0,650| 0,626 0,029] 0,647|0,160 | 0,927| 0,798 |0,751| 0,413
86 | Romania 0,347|0,194|0,251| 0,163| 0,068 | 0,884 | 0,453 0,807 | 0,407
87 | Russia 0,331|0,301]0,139| 0,034| 0,082 | 0,033| 0,755 0,779 | 0,359
88 | serbia 0,693 0,501 | 0,080| 0,264 0,395 | 0,974| 0,415 | 0,897 | 0,418
891 siovakia 0,596 0,495 | 0,116| 0,233| 0,157 | 0,959| 0,453 | 0,720 | 0,441
90| sjovenia 0,690 0,587 0,066| 0,345| 0,110 | 0,985 | 0,391 0,704 | 0,435
91| spain 0,620|0,519]0,062| 0,508 0,466 | 0,574 0,722|0,670| 0,166
92| sweden 0,933|0,784|0,085| 0,177| 0,142 | 0,878| 0,754 | 0,540 0,373
93| switzerland 0,462|0,277]0,014|0,185| 0,089 | 0,876 0,722 {0,423 | 1,000
94| Turkey 0,353| 0,295 | 1,000| 0,120{ 0,302 | 0,475 | 0,716 | 0,792 | 0,362
95 | Ukraine 0,635|0,534]0,655| 0,319| 0,249 [ 0,913| 0,594 | 0,980 | 0,429
96 | United Kingdom 0,608 0,504 | 0,113] 0,450{ 0,057 | 0,304 | 0,913 0,614 | 0,033

Step 5. The Formation of Grey Relational Coefficient Matrix

After the absolute valuestable was formed, the values of Amax and Amin were determined by making use of the values in
this table. As distinguishing coefficient, { =0.5 was used. Grey relational coefficients, which were created by using the
calculated parameters, are indicated in Table 5.

For this, the formula=($B$146+($B$147*$BS$145))/(M52+($B$147*$B$145)) is written to the B100 line.

Table 5: Grey Relational Coefficients

A B C I F G |H | J
29 et |2 |3 |ca |5 |6 |7 |8 |co

100 Ajpania 1,017 | 1,443 1,526 1,055 0,981| 0,597 [0,942 | 0,620| 0,953
1011 Armenia 1,225 1,784 1,448| 1,221 0,854| 0,596 | 1,114 | 0,606 | 0,947
102 pustria 0,653|0,703] 1,511| 1,016 | 1,524| 0,639 0,749 | 0,850 0,996
1031 azerbaijan 1,784 | 1,098| 1,482| 1,580 | 1,488| 0,610 0,628 | 0,641| 0,954
104 gojarus 1,039 | 0,948 1,164 1,227| 1,445| 0,611 | 0,784 | 0,650 0,954
1051 gelgium 0,615 |0,649|1,481| 0,864 | 1,397 0,648 | 0,634 |0,820| 0,977
1061 gosnia and Herzegovina | 0,715 | 0,887| 1,645| 1,341 0,773 0,598 |0,792 | 0,620/ 0,948
1071 Byigaria 0,951 1,168|1,432| 1,562 | 1,479| 0,609 | 0,804 | 0,665 0,958
108 croatia 0,703|0,753] 1,620| 1,019 | 1,220{ 0,604 | 0,748 | 0,681 0,952
1091 cyprus 0,796 | 1,016| 1,767| 0,858 | 1,269 0,597 | 0,897 | 0,762 0,966
110 czech Republic 0,771]0,928| 1,505| 1,389 | 1,784 0,632 | 0,771 | 0,745 1,010
111 penmark 0,597|0,661| 1,784| 1,373 | 1,506 | 0,622 | 0,618 0,850| 0,957
1121 Estonia 0,812 |0,936|1,326| 1,784 | 1,462 0,598 | 0,895 | 0,725| 0,953
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1131 kinland 0,632 |0,622|1,685| 1,116 1,289 0,618 [ 0,720 0,806 0,953
114 france 0,595 0,595| 1,514| 0,877 | 1,202 1,087 | 0,641 | 0,802 1,263
1151 Georgia 1,017 | 1,402| 1,434| 1,260 | 0,974| 0,598 | 1,044 | 0,612| 0,953
116 | Germany 0,722|0,814| 1,544| 1,122 | 1,666 | 1,784 | 0,636 | 0,854 1,143
171 Greece 0,690 | 0,731|1,769| 0,595 | 0,813 0,624 | 0,689 | 0,697| 0,973
18 Hungary 0,718|0,751| 1,401| 1,049 | 1,633| 0,623 | 1,004 | 0,712| 0,988
1191 celand 0,718|0,832| 1,424 1,359 1,723| 0,595 | 1,024 | 0,882 0,943
120 reland 1,131 1,660 1,783 1,080 1,445| 0,631 | 1,784 | 1,142| 0,653
1211 aly 0,644|0,711|1,670|0,739|1,147| 0,938 0,595 | 0,759 1,130
122 v osovo 1,110 1,528 1,708 1,619 0,595| 0,596 [ 0,916 | 0,612 | 0,968
1231 atvia 0,875 | 1,010| 1,443| 1,334 1,282| 0,599 [ 1,056 | 0,701| 0,951
1241 | ithuania 0,891 | 1,165|1,447| 1,354 | 1,420{ 0,603 | 0,836 | 0,729| 0,951
1251 uxembourg 0,701 | 0,845|1,528| 1,542 | 1,462 0,600 0,776 | 1,784 0,910
1261 North Macedonia 1,024| 1,306 1,628| 1,313 | 0,754| 0,597 0,744 | 0,630 0,950
127 | Malta 0,819 1,040| 1,576| 1,251 | 1,543| 0,596 | 1,562 | 0,800/ 0,972
128 | Moldova 0,807 1,327|1,372| 1,465 | 1,666 | 0,596 | 0,916 | 0,595 | 0,946
123 Montenegro 0,750| 0,735| 1,436| 1,031 | 0,923| 0,595 | 1,003 | 0,646 | 0,948
1301 Netherlands 0,700 | 0,843|1,601| 1,167 | 1,612| 0,697 |0,731| 0,887| 1,784
1311 Norway 0,710|0,694| 1,412 1,344 | 1,612| 0,632 |0,631| 1,081 0,841
1321 poand 0,792 | 0,881|1,602| 1,222 | 1,633| 0,729 | 1,131 0,712 1,024
1331 portugal 0,775 |0,793| 1,685| 0,778 | 1,351 0,625 0,687 | 0,713| 0,977
1341 Romania 1,054 | 1,285| 1,188| 1,346 | 1,572| 0,645 | 0,936 | 0,682| 0,984
135 Russia 1,073|1,114| 1,396 1,672 1,533| 1,674 | 0,711 | 0,697| 1,038
1361 serpia 0,748 | 0,892|1,538| 1,167 0,997 0,605 0,975 | 0,639| 0,972
137 sjovakia 0,814|0,897|1,448| 1,217 | 1,359| 0,612 0,936 | 0,731 0,948
1381 giovenia 0,750|0,821|1,576| 1,056 | 1,462| 0,601 |1,001| 0,741 0,954
139 spain 0,796 | 0,875| 1,588| 0,885 | 0,923| 0,831|0,730| 0,763 1,339
1401 s\weden 0,622 |0,695|1,525| 1,318 1,389( 0,647 |0,712|0,857| 1,022
141 syitzerland 0,927|1,148| 1,734| 1,302 | 1,515| 0,648 | 0,730| 0,966 0,595
1421 1yrkey 1,046 | 1,121 0,595 1,439 | 1,112| 0,915 | 0,734 | 0,690 1,035
143 Ukraine 0,786 | 0,863] 0,772| 1,090 | 1,191 | 0,631 | 0,816 | 0,603 | 0,960
144 ynited Kingdom 0,805 | 0,889 1,455| 0,939 | 1,602 1,110|0,631| 0,801/ 1,674
1451 Aviax 1,000

146 | pyin 0,392

147, 05

Step 6. The Calculation of Grey Relational Degrees

Grey relational degrees are determined by using the calculated Grey relational coefficients, and then the analysis ends up
with the determination of the best ideal alternative and the rankings of Grey relational degrees. When the criteria have
equal importance, Grey relational degrees are the arithmetic mean of grey relational coefficients of the criteria for each
alternative.
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The calculations related to the above may be seen in Table 6. For this, the formula =AVERAGE (M100:U100) is written to
V100 line. For the ranking of countries’ performances, the formula=RANK (V100;5V$100:5V$144;0)iswritten to W100 line.

Table 6: Grey Relational Degrees and Their Alternative Gradation

L M [N o [P |a [rR |s [T Ju [v |w
9 c1 |c2 |c3 |ca |cs [c6 [c7 |c8 |co |Ri |RANK
1001 Albania 1,02 1,44|1,53|1,06|0,98|0,60|0,94|0,62|0,95| 1,01 22
1011 Armenia 1,23|1,78[1,45|1,22|0,85] 0,60/ 1,11|0,61|0,95| 1,099
1021 austria 0,65|0,70|1,51|1,02|1,52|0,64|0,75|0,85| 1,00| 0,96 | 34
103 | Azerbaijan 1,78|1,10|1,48|1,58|1,49| 0,61 0,63 |0,64|0,95|1,14|4
104 gejarus 1,04|0,95|1,16|1,23| 1,44 | 0,61 0,78 | 0,65|0,95| 0,98 | 30
105 | gelgium 0,61|0,65|1,48|0,86|1,40|0,65|0,63|0,82|0,98| 0,90 42
106 Bosnia and Herzegovina|0,71]0,89(1,65(1,34|0,77]0,60(0,79(0,62]0,95]| 0,92 | 40
1071 gyigaria 0,95|1,17|1,43|1,56|1,48|0,61|0,80| 0,67|0,96| 1,07 14
1081 ¢roatia 0,70 0,75|1,62|1,02|1,22 | 0,60{ 0,75 | 0,68| 0,95| 0,92 | 41
1091 cyprus 0,80(1,02(1,77| 0,86 | 1,27 | 0,60| 0,90 0,76 | 0,97| 0,99 | 29
110 czech Republic 0,77|0,93|1,51|1,39|1,78|0,63|0,77|0,74| 1,01| 1,06 | 16
11 penmark 0,60 0,66|1,78|1,37|1,51|0,62[0,62|0,85|0,96| 1,00] 24
12 estonia 0,81]0,941,33|1,78|1,46|0,60|0,89|0,73| 0,95| 1,05 | 18
1131 kinjand 0,63|0,62|1,68]|1,12|1,29|0,62[0,72]0,81|0,95| 0,94]37
14 erance 0,59|0,591,51|0,88|1,20{1,09|0,64|0,80|1,26|0,95 | 35
1151 Georgia 1,02|1,40(1,43(1,26|0,97|0,60| 1,04 | 0,61 |0,95]| 1,03 | 20
116 | Germany 0,72|0,81|1,54|1,12|1,67|1,78|0,64|0,85]| 1,14| 1,143
1171 Greece 0,69 0,73|1,77|0,59|0,81|0,62|0,69]|0,70|0,97| 0,84 | 45
118 | Hungary 0,72|0,75|1,40| 1,05 | 1,63|0,62| 1,09|0,71| 0,99| 1,00 23
1191 celand 0,72 0,83|1,42|1,36|1,72|0,60( 1,02| 0,88 0,94| 1,06 | 17
120 reland 1,13|1,66|1,78 | 1,08| 1,44 | 0,63| 1,78 | 1,14|0,65| 1,26 | 1
1210 jaly 0,64|0,71(1,67]|0,74|1,15|0,94|0,59| 0,76 1,13| 0,93 | 39
1221y 5s0v0 1,11|1,53|1,71|1,62]0,59| 0,60/ 0,92 |0,61|0,97|1,07|13
1231 atvia 0,87|1,01(1,44]| 1,33 1,28 0,60| 1,06|0,70| 0,95| 1,03 | 21
1241 | ithuania 0,89|1,16|1,45|1,35|1,42|0,60|0,84|0,73]| 0,95| 1,04 19
1251 uxembourg 0,70 0,84|1,53| 1,54 1,46 | 0,60{0,78| 1,78|0,91| 1,13 6
126 | North Macedonia 1,02|1,31]1,63]1,31]0,75|0,60] 0,74 | 0,63|0,95| 0,99 | 28
127 Malta 0,82|1,04[1,58]|1,25|1,54|0,60|1,56|0,80|0,97|1,13(5
1281 \oldova 0,811,33|1,37|1,47|1,67|0,60{0,92]| 0,59|0,95| 1,08 12
1291 \ontenegro 0,75/ 0,73|1,44|1,03]0,92|0,59[ 1,00| 0,65| 0,95| 0,90 43
1301 Netherlands 0,70|0,84|1,60|1,17|1,61]0,70|0,73|0,89] 1,78| 1,11| 7
131 Norway 0,71]0,69|1,41|1,34|1,61|0,63|0,63|1,08]|0,84|1,00]27
132 pojand 0,79|0,881,60|1,22|1,63]0,73| 1,13|0,71| 1,02| 1,08 10
133 portugal 0,7810,79/1,69] 0,78 1,35|0,63] 0,69|0,71| 0,98| 0,93 | 38
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1341 Romania 1,05 1,29(1,19]1,35|1,57| 0,64| 0,94 | 0,68 | 0,98| 1,08 | 11
135 Russia 1,07|1,11|1,40(1,67|1,53|1,67|0,71|0,70|1,04| 1,212
1361 serpia 0,75/ 0,89|1,54|1,17|1,00|0,61|0,98| 0,64|0,97| 0,95 36
137 [ sjovakia 0,81]0,90(1,45|1,22|1,36|0,61|0,94|0,73| 0,95| 1,00 25
1381 giovenia 0,75/ 0,82|1,58| 1,06 | 1,46 | 0,60{ 1,00 0,74| 0,95| 1,00 26
133 spain 0,80|0,881,59]0,89|0,92|0,83|0,73|0,76 | 1,34| 0,97 32
140 | s\veden 0,62]0,69/1,53]|1,32|1,39]0,65|0,71|0,86| 1,02| 0,98 31
1411 syitzerland 0,93]1,15|1,73| 1,30/ 1,51|0,65|0,73|0,97| 0,59| 1,06 | 15
1421 1yrkey 1,05|1,12|0,59|1,44|1,11{0,91|0,73| 0,69 1,04| 0,97 | 33
143 Ukraine 0,79|0,86|0,77| 1,09 | 1,19|0,63| 0,82|0,60| 0,96| 0,86 | 44
1441 United Kingdom 0,81]0,89(1,45|0,94|1,60|1,11]0,63|0,80|1,67|1,20(8

In Table 6, it may be seen that the ten countriesthat have the most successful macroeconomic performance are Ireland,
Russia, Germany, Azerbaijan, Malta, Luxembourg, Netherlands, United Kingdom, Armenia and Poland, respectively.
Conversely, the ten countries which have the lowest macroeconomic performance were determined as France, Serbia,
Finland, Portugal, Italy, Bosnia and Herzegovina, Croatia, Belgium, Montenegro, Ukraine and Greece, respectively. The
ranking of Turkey was thirty-three among forty-four countries.

Nine evaluation criteria that can affect the economic performances of the countries were used. Each of these criteria,
actually, isa risk factor. This risk isdivided into two categories, basically. The first is systematic risk which can be defined as
the risk factors the whole market is exposed to. The effects of these risk factors can be reduced, but it is not possible to
eliminate it totally. The second is nonsystematic risk which is the risk factors in relation with the country itself. Unlike the
first one, this risk factor can be eliminated completely. The possible changes in these risk factors will change the
macroeconomic performances of the countries.

5. CONCLUSION

Two important results were obtained from this study. The first one is the presentation of the application of the Grey
relational analysis (GRA) method. The solution of the GRA method consists of six steps, the determination of a decision
matrix, the formation of a reference series and a comparison matrix, the realization of the normalization process, the
acquisition of the absolute value table, the calculation of the Grey relational coefficient matrix, and, finally, creating Grey
relational degreesand making the alternative rankings.

The second one is knowledge of the economic performances of the European countries. Based on this. It was seen that the
ten countries with the most successful macroeconomic performance are Ireland, Russia, Germany, Azerbaijan, Malta,
Luxembourg, Netherlands, United Kingdom, Armenia, and Poland. respectively. Conversely, it was found that the ten
countries with the lowest economic performance are France, Serbia, Finland, Portugal, Italy, Bosnia and Herzegovina,
Croatia, Belgium, Montenegro, Ukraine, and Greece. respectively.

The ranking of Turkey is thirty-three among forty-four countries. These rankings change depending upon the possible
variance in the values of the used criteria.
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ABSTRACT

Purpose- This study argues that interest rate and credit usage will affect rents negatively but prices positively. The study; aims to test, explain,
interpret the effect of interest rates on these two variables and offer appropriate policy recommendations.

Methodology- Theory tested on the US housing market with the structural break time series analysis between 2005Q1-2020Q1. Least
squares (LS) and Newey-West estimators used, and the interpreted output was the Newey-West estimator.

Findings- According to the results reached, the increase in mortgage interest rates for the 2005Q1-2009Q1 and 2011Q4-2020Q1 period
decreases the housing rent / price ratio. For the 2009Q2-2011Q3 period, in which the effects of the 2008 Global Financial Crisis are observed
in the model, this relationship is observed positively.

Conclusion- As a result of the predicted model, the impact of credit usage on other economic factors evaluated. Credit usage and interest
rates have different effects on prices and rents. This is explained by the substitution relationship between rental and purchase. The study
states that interest rates should be evaluated as a tool to balance rents and prices. The study contributes to the literature by revealing the
accuracy of this supervisory power attributed to interest rates and bank loans.

Keywords: Credit usage lease and purchase relationship, rent-price relationship, financial system, effect of interest rate on rent and price
JEL Codes: E51, G10, H81

BANKA KREDILERI VE KiRA-FiYAT iLiSKiSi: KREDILERIN EKONOMIDEKi ROLLERI UZERINE BiR YORUM
VE YAPISAL KIRILMALI ZAMAN SERILERi ANALIZi

OzZET

Amag- Bu calisma faiz ve kredi kullaniminin kiralari olumsuz yénde etkileyecegini, ancak fiyatlari olumlu etkileyecegini savunmaktadir.
Galisma; faiz oranlarinin bu iki degiskene etkisi test etmek, agiklamak, yorumlamak ve uygun politika 6nerisi sunmayi amaglamaktadir.
Yontem- Teori, ABD konut piyasasi tizerinde 2005C1-2020C1 dénemleri arasinda yapisal kirilmali zaman serileri analizi ile test edilmistir. En
kuglk kareler ve Newey-West tahmincileri kullaniimig, yorumlanan gikti ise Newey-West tahmincisi olmustur.

Bulgular- Ulasilan sonuglara gére 2005¢1-2009¢1 ve 2011¢4-2020C1 donemi igin mortgage faiz oranlarindaki artis konut kira/fiyat oranini
azaltmaktadir. Modelde 2008 Kiresel Finansal Krizin etkilerinin goruldugu 2009¢2-2011¢3 dénemi igin ise bu iliskinin dogrusal oldugu
goriulmektedir.

Sonug- Tahmin edilen model sonucu kredi kullaniminin diger ekonomik unsurlara etkisi degerlendirilmistir. Kredi kullanimi ve faiz oranlarinin,
fiyat ve kiralar Gzerinde farkl etkilere neden olmaktadir. Bu durum kiralama ve satin alma arasindaki ikame iliskisi ile agiklanmistir. Calisma,
faiz oranlarinin kiralar ve fiyatlari dengeleyecek bir arag olarak degerlendirilmesi gerektigini belirtmektedir. Calisma faiz oranlari ve banka
kredileri Gzerine atfedilen bu denetim giicliniin dogrulugunu ortaya koyarak literatlre katki yapmaktadir.

Anahtar Kelimeler: Kredi kullanimi kiralama ve satin alma iliskisi, kira-fiyat iliskisi, finansal sistem, faiz oraninin fiyat ve kiralara etkisi
JEL Kodlari: E51, G10, H81
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1. GiRiS

Finansal araglarin gesitlenmesi, bankacilik sisteminin gelismesi ve teknolojik ilerlemeyle birlikte giinimiizde, fon arz ve talep
eden unsurlarin bulusmasini oldukga kolaylastirmistir. Bireyler kiiglik 6lgekli, giinlik islemlerini dahi kredi karti kullanarak
surdirebilmektedir. Dogal olarak bu durum ve bu durumun sonuglari pek gok tartismanin ana 6gesi olmustur.

Olagan bir ekonomide fiyat ve kiralarin dogrusal hareket etmesi gerekmektedir. Oysa bu ¢alismaya gore faizler ve banka
kredileri fiyatlar Gzerinde dogrusal, kiralar Gizerinde ters yonli etkide bulunmak yoluyla s6z konusu beklentiyi kirmaktadir. Bu
¢alisma ilk once tilrlerine gore banka kredilerinin piyasaya etkilerine deginmeyi ardindan bireylerin kredi kullanma
nedenlerinden yola ¢ikip kredi kullanimi sonucunda varlik fiyat ve kiralarinin ne gibi bir tepki verecegini analiz ederek s6z
konusu durumu sistematik bir kanuna donustiirmeyi amaglamaktadir.

ilk béliimde faizler ve banka kredileri ele alinmistir. iletisim teknolojilerinin gelisimiyle bankacilik sektdriinde yasanan
donlsiim, kredilerin ve borglanma araglarinin ekonomik islemlerde artan 6énemi ve degisen rolleri ele alinmistir. Temel
tiketimlerin bile borglanarak gergeklestirilme olanaginin artmasi, borglanma maliyetleri ve talep iliskisini gliglendirmistir. Bu
galisma, tiiketicinin kredi kullanim nedeni bir malin iyeligini satin almak bigiminde agiklamaktadir. Bu agiklamanin altinda
yatan varsayim tiketicinin kredi maliyetine kira 6demesinden kaginmak amaciyla katlanacagidir. Dolayisiyla tiiketici igin bir
varligin a- iyeligini satin almak b- belirli bir stire igin kullanim hakkini satin almak diger bir deyisle kiralamak Uzere iki secenek
bulunmaktadir. Bu ikame iliskisi nedeniyle kredi kullanimi maliyetinin ana unsuru olan faizler, fiyatlar ile dogrusal, kiralar ile
ters yonli iliski icindedir. Calisma kredi kullanimi, kira ve fiyat arasindaki iliskinin gesitli kredi tirlerine gore farkhlik
gosterecegini de ongérmektedir.

ikinci bélimde fiyat-kira iliskisi derinlemesine ele alinmistir. Buna gére saglikli bir ekonomide varlik fiyatlari ve kiralarinin
dogrusal hareket etmesi beklenir. Ancak faiz oranlarindaki anhk disusler ve kredi hacminin kontrolsiiz genislemesi fiyat-kira
iligkisini ters yonli duruma getirmektedir. Bu durumun nedeni ve etkileri incelenmistir. Daha 6nce yapilan galismalar saglikli
bir ekonomi igin kira enflasyonunun kira disi enflasyondan yiiksek olmasini 6ngérmdstiir. Ancak bu ¢alisma bu baglantinin
surdirilebilir olmadigini 6ngérmektedir. S6z konusu degiskenler yerine kira ve fiyat iliskisinden yola gikarak saghkh bir
varsayim ortaya koymak istenmistir. Buna gore saglikli bir ekonomi igin kiralar ve fiyatlar es dogrultuda seyretmelidir. Ancak
fiyatlardaki artis o malin Gretimini artirdigi ve ekonomide miktari artan bu malin getirisi olan kiralarin diistigu gorilmektedir.
Dolayisiyla kira/fiyat oranini es dogrultuda tutmak icin faizler bir arag olarak kullanilmahdir.

Ugtincii béliimde ¢alismanin hipotezi ekonometrik model ile sinanmistir. Zaman serisi yéntemi kullanilarak yapilan tahmin
2005CG1-2020C1 donemi arasi ABD konut piyasasi Gzerinde gergeklestirilmistir. Tahmin sonucu modelde yapisal kirilma tespit
edilmistir. Yapilan testler sonucu yapisal kirllmanin 2009¢2-2011¢3 dénemi arasi oldugu anlasiimigtir. 2008 Kiresel Finansal
Krizin etkisinin goruldigi bu donem disinda mortgage faizlerindeki artigin, ABD konut kira/fiyat oranini azalttigi sonucuna
variimistir. Yapisal kirllmanin oldugu dénemde ise bu iliski pozitif egimlidir.

Calismanin sonug ve 6neri kisminda ise faiz ve banka kredilerinin politika yapici tarafindan dogru bigimde ve daha etkin bir
arag¢ olarak kullaniimasi igin 6nerilerde bulunulmustur. Kredi maliyetlerinin vadelerine gore ayrilarak degerlendirilmesi
ekonomiyi pek ¢ok iktisadi amaca ulastirabilecek bir uygulama olacaktir. Bu iktisadi amaglardan bazilar; yurtici tasarruf
oraninin artmasi, sanayinin gelismesi, asiri kapasite tretim nedeniyle etkin olmayan sektorlerdeki baskinin azaltilmasi, disiik
Olgekli Gretim yapmasi nedeniyle liretim maliyetlerinin yiksek oldugu sektorlerde tiretimi artirmaktir.

2. BANKA KREDILERI

Belirli bir vade sonunda faiz karsiligi ile birlikte bankaya geri 6denmek kosuluyla 6dling alinan banka kredileri finansal sistemin
aktarim garklarini déndiiren énemli bir yatinm ve finansman aracidir. Diger araclar gibi banka kredilerinin kullanimindaki
temel hedef fon arz ve talepgilerini bulusturmak, parasal aktarim mekanizmasina islerlik kazandirmaktir. Ote yandan, banka
kredilerinin diger finansal araglardan en ayirt edici 6zelligi kullanim kolaylig ve yayginhgidir. Firmalarin bilangolarina
bakildiginda banka kredilerinin agirlikta oldugu gorilmektedir(Balkas, 2004, p. 1). Son yillarda ivediyle gelisen ve kullanimi
yayginlasan teknolojinin, geleneksel alisveris aliskanhgini degistirmesi ve kredili aligveris ile banka karti kullaniminin
kolaylasmasi gibi durumlar g6z 6niline alindiginda en ufak tiiketimin dahi banka kredileriyle yapilabilecegi anlagiilmaktadir. Bu
durum, bir politika araci olarak banka kredilerinin etkinligini de artirmistir. Ayrica banka kredilerinin finansal sistem igerisinde
bu denli yaygin olusu ve yerini baska araglara birakamayacak, baska araglarin da banka kredilerinin yerini dolduramayacak
olusu finansal sistemin banka kredileri ve bankacilik sektéri ile ortak anilmasina neden olmustur. Dolayisiyla banka kredileri,
finansal sistemin durumunu anlatan en énemli ve en ¢ok kullanilan gdstergelerden biri konumuna gelmistir. Oyle ki Kar ve
Pentecost (2000), Ceylan ve Durkaya (2010), Kaya, Giilhan ve Glingor (2013), Cestepe ve Yildirim (2016) ¢alismalarinda
finansal genislemenin gostergesi olarak banka kredilerine vurgu yapmaktadirlar.
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Bu glin pek ¢ok galismanin temel konusu olsa da finans, bankacilik ve para kesimi dnceki donemlerde goz ardi edilmistir.
Gegmiste, Neoklasik blylime teorileri finansal genislemeye herhangi bir rol bicmemis(Cestepe & Yildirim, 2016, p. 13),
Keynesci goris ise para politikalarini géz ardi etmis, bunun sonucu olarak finansal sistem ve finansal araglar ekonomide hak
ettigi ilgiyi uzun zaman gérmemistir. Ancak bu durumu petrol krizleri bozmustur. Ozellikle petrol krizlerinden sonra énemi
anlasilan para politikalari gegmise kiyasla giiniimiizde ¢ok daha 6n plandadir. Belki de bunun en biiyik gostergesi 2008 Diinya
Krizine neden olan yetersiz talep sorununun mali politikalarla degil, para politikalari énclligiinde ¢ozllmesidir. Amerikan
Federal Bankasi (FED) 2008 yili basinda sekiz yiz milyon dolar seviyelerinde bulunan parasal tabani 2014 yilinda dért milyar
dolar seviyelerine gikartmis (Monetary Data: FRED St. Louis Fed, 2020) ve FED’in uyguladigi politikalar sonrasi faizler tarihi
seviyelere diismuUstir(Arslan & Kanik, 2012, p. 4).

Para politikalari ve finansal sistem uygulamada uzunca bir dénem geri planda kalmis olsa bile, finansal sitemin bliyime ve
diger reel degiskenler lizerine etkisi konusundaki distince ve modeller ylizyill 6ncesine uzanabilmektedir. Konu {izerinde
Bagehot (1873) ilk kez durmus ve onun ardindan Schumpeter (1911) tarafindan ekonomik biiyiimenin motoru olarak kabul
edilen inovasyonu kolaylastirdigi igin finansal sistemin dolayli olarak blyimeye katki yapacagi vurgulanmistir. King ve Levine
(1993) Schumpeter’in galismasina paralel olarak, finansal sistemin verimlilik Gzerine yaptigi etkilere vurgu yapmuslardir.
Bunlarla birlikte Robinson (1952) ve Patrick (1966) gibi teorisyenler de finansal genisleme ve biiyiime arasindaki nedensellik
iliskisine odaklanmistir. Ulkemiz giinceline gelindiginde ise Kaya, Giilhan ve Giingdr (2013) 1998-2009 ddénemini kapsayan
gozlemsel galismalari sonucu Tirkiye’de finansal kesimin reel sektorii ve biyimeyi 6nemli derecede etkiledigi sonucuna
ulagsmislardir. Bu c¢alismanin hipotezi olan fiyat, faiz ve kredi degiskenleri arasindaki ters yonli nedensellik iliskisinin
anlasilmasi igin kredi kullanimi ve biiylime (Uretim) arasindaki bu baglanti 6nem arz etmektedir(Bkz. 2.1.).

King ve Levine’nin vurguladigi gibi, finansal sistemin, verimlilik izerine ciddi 6lglide etkisi bulunmaktadir. Yalniz, finansal
piyasalar, fon aktarimi yoluyla ekonomik etkinligi artirmakla kalmayip verilen kredilerin ve diger finansal araglarin niteliklerine
gore ekonomide reel degiskenleri etkileme ve ekonomiye yon verme gliclinii de elinde bulundurur. S6z gelimi, kisa vadeli ve
distik miktarh kredilerin maliyetlerindeki bir diistis ya da kredi karti kullanimini kolaylastiran bir uygulamalar glinlik tiketim
mallari gibi bu tir kredilerin hitap ettigi Grunlerin talebi ve fiyatini artirirken, uzun vadeli kredilerdeki bir maliyet dislisi konut
ve tasit gibi Urlinlerin piyasalarini genisletecektir. Kredilerin piyasa talebini, dolayisiyla tiretim 6lgegini belirledigi goz 6niine
alinirsa; finansal piyasalar, piyasalar arasi liretim maliyetlerinin 6nemli bir belirleyicisidir. Banka kredilerinin, bankacilik
kesiminin ve dolayisiyla para politikalarinin bu éneminden dolayi para politikalarinin etkin kullanimi hizla artmis ve artan bu
kullanim yogunlugunun da bir sonucu olarak reel piyasalar parasal islemlere, finans ve bankacilik sektorlerine daha duyarh
bicime gelmistir.

Finans ve bankacilik kesiminin piyasa igindeki rolii daha somut bir séylemle su bigimde agiklanabilir; finans ve bankacilik
sektorl tarim, sanayi, hizmet sektorleri gibi reel deger tiretimine dogrudan katki yapmaz. Yalniz, reel deger Ureten sektérlere
kaynak aktarimi yapmak yoluyla reel iiretime dolayh bir katki saglar (Alkan, 2016, p. 118). iste bu dolayli katkinin ne denli
olacagl bankacilik sektoriiniin kaynak aktarimi isindeki etkinlige, bu kaynaklarin hangi sektorlerde kullanildigina, kaynaklari
kullanan igsletmelerin niteliklerine ve son olarak kaynak verme; diger bir deyisle fonlama maliyetlerine gore degisiklik gosterir.
Kredi maliyetleri ise blylk 6lglide para politikalari ve finansal piyasalarin isleyisiyle belirlenir.

Ozet olarak finansal sitemin en énemli aktérii olan bankacilik kesimi, reel Giretim yapan sektérlerde etkinligi artirma gérevini
Gstlenmektedir. Bu konuya soyle de bakilabilir; bankalarin fonlama islevi, eksik sermaye nedeniyle atil durumda kalan girisimci
faktériinii piyasaya kazandirir. Ozellikle gelismekte olan iilkelerde kit ve etkin kullanilamayan girisimcilik faktériiniin etkin
bigimde kullanimi isglicii talebini de artirip, issizligi azaltmak yoluyla ¢ikti miktarini gogaltacaktir. Bankalarin girisimciyi, ticari
kredi yoluyla fonlamasi ekonomik etkinligi ve biylimeyi artirdigi gibi, girisimci miktarindaki ve isgtict talebindeki artis girisimci
karlarini dusurirken, Ucretleri yikselterek gelir dagimindaki dengeyi saglamlastiracaktir.

Anlasilacagl lzere banka kredileri tiketicilerin ve Ureticilerin fon taleplerini karsilamak igin tercih ettikleri bir kaynaktir.
Dolayisiyla banka kredilerinin ekonomiye etkileri tizerinde duran bir takim gézlemsel ve teorik calismalarda krediler tiiketim
ve ticari krediler olarak iki ana kola ayrilmaktadir. Aliogullari, Baskaya, Bulut ve Kiling (2015) 2003-2015 yillari arasi Tirkiye
Uzerinde yaptiklari gbzlemsel ¢alismada tiiketim ve ticari kredilerin cari agikla iliskisini incelemis; tiiketim kredilerinin cari agigl
artirici etkide bulundugu, ticari kredilerin ise istatistiki olarak anlamli bir etkisinin olmadigi sonucuna ulasmislardir. Ogiing ve
Sarikaya (2015) ise bu iki kredi tirunin fiyat artiglar Gzerine etkisini inceledikleri galismalarinda, tiketici kredilerinin ticari
kredilere kiyasla fiyat artislarinin daha gugli bir destekcisi olacagina dikkat cekmektedir.

Kredi tiirlerinin etkileri arasindaki farlari ortaya koymak igin yapilan galismalar gz 6niine alindiginda kullanim amacina gore
ticari ya da tiketim kredisi olmasi, kredilerin fiyatlar Gzerindeki etkisini degistirecegi 6nsel olarak anlasiimaktadir. Bu bélimde
s6z konusu iki kredi tiiri ve ekonomi Uzerine potansiyel etkilerinden kisaca bahsedilecektir.
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2.1. Tuketici Kredisi

Bir miktar faiz 6demesi karsiliginda bireylerin tiiketimlerini fonlayan kredi turtidir. Dolayisiyla bu tir kredilerin kullanimi
sonrasl ekonomi lizerinde duyulmasi beklenen ilk etki talep ve fiyat artisidir. Bu durumda Uretim artisi, piyasa fiyat artisini
takip edecektir.

Tiketici kredileri vadesine ve kullanim bigimine gore degisik Urlnler igin talep yaratabilme glcini blnyelerinde
barindirmaktadirlar bu nedenden dolayi tiiketim kredileri piyasaya yon veren bir ekonomi araci konumundadir. S6z gelimi;
uzun vadeli mevduatlara uygulanan faiz oranlarindaki bir artis, konut kredisi gibi uzun vadeli kredilerin maliyetlerini ve faiz
o6demelerini artiracak, dolayisiyla da konut talebini kisacaktir. Diger yandan kisa dénemli mevduatlara ve kredi karti gecikme
faiz oranlarina uygulanacak faiz indirimi bireylerin glndelik tlketimlerini artiracaktir. Makroekonomik agidan
disunilduginde tuketici kredilerine yonelik politikalarin temel amaci, her hangi bir sektérde asiri talep nedeniyle ortaya ¢ikan
maliyetli Giretim durumuna engel olmak ve sektorler arasi karlilik farkhhklarini engellemek olmalidir. Bu baglamda, ekonomide
asiri kapasite tretimden dolayi birim maliyetlerin yiksek oldugu sektore; vadesine gére mevduatlara uygulanacak faiz oranlari
ile cezalandiriimalidir.

Tiketici kredilerinin diger bir olumsuz etkisi ise uzun vadeli olan tiiketici kredilerinin gelecek donemlerde efektif talebi
daraltmasidir. 2008 Kiresel Finansal Krizi nedenlerinden biri de bu durumdur. Diger bir deyisle tuketici kredileri, kredi maliyet
ve risklerini tiiketiciye yikleyerek; bireylerin ekonomik 6zgiirliiklerini daraltmak, génilsiiz ve verimsiz ¢alismaya zorlamak gibi
sonuglar dogurabilir. Bu durum daha az licrete daha ¢ok ¢alismak isteyen emek arzcilari ya da tiiketici kredisi kullanicilari ile
emek talepgisi olan firmalar arasinda gelir aktarimina neden olmaktadir(Dasdemir, 2017, p. 69). Dolayisiyla tiiketici kredileri
kullanimiyla birlikte kredinin hitap ettigi sektorde bulunan firmaya iki agidan kazang saglamaktadir 1- talep ve fiyat artisi, 2-
borg yiikiindeki artis nedeniyle emek arzi artisi ve tcretlerin dustsu.

2.2. Ticari Krediler

Firmalarca lretim hedefiyle kullanilan ticari krediler, firmalarin en 6énemli yabanci kaynaklarindan biridir. Dolayisiyla 6z
sermayenin alternatifi olan ticari krediler, iretim faktori olarak sermaye maliyetinin bir belirleyicisidir. Bu tiir kredilerdeki
maliyet dlstsi 6z kaynak yetersizliginden dolayi, piyasada atil kalan girisimci faktérinin piyasaya kazandiriimasini
saglayacaktir.

Ticari kredilerin diger bir 5nemi ise, yine sermayenin maliyetini belirlemek yoluyla, sermaye yogun lretim yapan sektorlerin
Uretim maliyetlerini; dolayisiyla bu sektorlerin Uretim Olgeklerini belirlemesidir. Diger bir deyisle ticari krediler,
sanayilesmenin belirleyicilerinden biridir.

Bu iki 6zelliginden dolayi ticari krediler, gelismekte olan (lkeler igin kritik bir konumdadir.

Yine ticari kredilerin diger bir 6zelligi, kullanicisi olan girisimci ya da firmanin, bu borg yiki dolayisiyla daha ¢ok, verimli, az
maliyetle Uretim yapma istegine katki saglamasidir.

2.3. Banka Kredileri Uzerine Politika Onerileri
Bu galisma banka kredileri ve onun alt tirlerine yonelik politikalarin su bicimde olmasi gerektigini belirtmektedir;

e Banka kredilerine yonelik politikalarin hedefi fiyat ve kiralari dengeleyip asiri fiyat ve kira artislarini dnlemektir.

e Tiketici kredilerine yonelik politikalarin hedefi sektorler arasi asiri karlihgi dengelemek, bir sektorde asiri
fiyatlanmadan kaynaklanan maliyetli Gretim yapilmasini engellemektir.

e Ticari kredilere yonelik politikalarin hedefi piyasada atil durumda kalan girisimci faktoriini piyasaya kazandirmak,
Gretimde sermaye kullanimini artirarak emegin verimliligini yikseltmek ve sermaye yogun tretim yapan kesimlere
maliyet kolayligl saglamak yoluyla sanayilesme gibi hedeflere dnciliik etmektir.

Ote yandan Tiirkiye Ekonomisi igin banka kredileri {izerine planli bir politika izlenmedigi ve piyasa lizerine dnemli etkileri
bulunan bu aracin kontrollint piyasaya biraktigi soylenebilir. Bilgin ve Kartal, (2009) Turkiye i¢in 2002 ve 2008 vyillarini
kapsayan calismalarinda genisleyen kredi hacmi igindeki payini artiran tiketici kredilerine dikkat ¢ekmistir. S6z konusu
galismaya gore bankalar proje finansmani seklindeki yatirnm ve ticari krediler yerine, tiketim finansmani iceren bireysel
kredilere ydnelmektedir. Bu durum gelismekte olan iilke konumundaki Tirkiye icin ciddi bir engel olusturmaktadir. Ozellikle
tiiketim kredilerinde konut kredisi oraninin ¢okga yiiksek olmasi, bu sektérde verimsiz Gretime neden olmakla kalmayip; diger
sektorlerdeki talebi emerek, baska sektorlere zarar vermektedir.
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3. FIYAT-KiRA YAKLASIMI: KREDi KULLANIMI SONRASI FiYAT VE KiRA iLisKisi UZERINE

Bu ¢alisma faiz, kira ve fiyat iliskisini agiklamaktadir. Bireyler bir varligin iyeligini ya da gegici kullanim hakkini satin almak gibi
birbirinin yerine ikame edilebilir iki segenek arasinda karar vermekle yikimludir. Bu karari belirleyen en 6nemli etkenlerden
biri borglanma kosullaridir. Para politikalari banka mevduatlarini, banka mevduatlari ise banka kredileri yoluyla konut talebini
etkilemektedir (Mishkin, 2001, s. 653). Dolayisiyla, giniimlzde en yaygin borglanma araci olan banka kredileri; bireylerin ve
firmalarin alacaklari satin alma ya da kiralama karari tizerinde gligli bir belirleyicidir.

Ozel durumlar gdérmezden gelinirse, rasyonel tiiketicilerin kredi alarak faiz karsiligina katlanmasi durumu, ancak kira
masrafindan kaginmak igin yapacagi bir islemdir. Diger bir deyisle rasyonel davranan tiketiciler kira 6demek igin degil, varhigin
iyeligini satin almak igin kredi kullanacaklardir. Bununla birlikte satin almanin kazanci, satin alinan varligin degerindeki artis
seklinde de ortaya ¢ikacaktir. Dolayisiyla tlketici; bir varhigin kirasi, o varhigin degerindeki artis ve faiz maliyetleri toplamindan
kiicikse kiralamayi se¢melidir.

Turkiye’de bankacilik sektorl ve kredi hacmi genislemeleriyle birlikte 6zellikle son yillarda banka kredileri ve fiyat artislari
Uzerine pek cok gozlemsel galisma yapilmistir. Arslan ve Yaprakh (2008) 1983-2007 yillani igin yaptiklari gozlemsel
galismalarinda fiyat artisinin banka kredilerine negatif, banka kredilerinin ise fiyat artislarina pozitif etkide bulundugu
sonucuna ulagmislardir. Yalniz, diger ¢alismalar gibi, kredi kullaniminin yol acgtigi fiyat ve kira iliskisi izerinde durmamistir.

Arslan ve Kanik (2012) konut piyasasi icin yaptiklari gozlemsel galisma sonucu saglikh bir piyasada kira enflasyonunun, kira disi
enflasyondan yiiksek olmasi gerektigine vurgu yapmistir. S6z konusu galismada kiralarin konut talebine ve dolayisiyla konut
fiyatina neden olacagi belirtilmis, fiyatlarin kiralarla birlikte artacagi imasinda bulunulmus, yalniz kira ve fiyatlar arasinda ters
yonli bir iliskinin varhigi Gzerinde durulmamistir. Bu ¢alisma, kredi kullanimi sonucu kira ve fiyatlarin negatif iliski icinde
olabilecegini vurgulamakta ve bu iliskinin olasi sonuglarini yorumlamaktadir.

Kira ve fiyat karasindaki bu negatif iliskinin iki ana nedeni bulunmaktadir. Bu nedenler, ya da etkiler, alt bagiklar halinde gbzden
gegirilecektir.

3.1. Uretim Etkisi

Kredi kullanimi sonrasi agiga gikan fiyat artislari Greticiyi cezbedecek, tretim artisini ardindan sirikleyecektir. Bu durumda,
piyasada bollasan malin getirisi, diger bir deyisle kiralar dusecektir.

Bu durum Tobin (1969)’in q Teorisiyle de agiklanabilir. Buna gore borglanmanin maliyetindeki azalma, yenileme maliyetlerini
diisiirecek ve iriiniin q degerini artiracaktir. Uriiniin q degeri birden ¢ok oldugunda ise, iretici bu (riin icin yatirimlari
artiracak ve Grlndn Gretimi artacaktir. Bu durumda piyasada bollasan triiniin getirisinin de azalmasi beklenir.

S6z gelimi, ekonomide konut kredilerindeki bir disls, konut talebini ve dolayisiyla fiyat ve Uretimini artiracak ve konut
sayisindaki artis konut kiralarini distirecektir. Diger degiskenler sabitken, bdylesi bir durumda, konut basina diisen kira getirisi
azalmis olacaktir.

3.2. ikame iliskisi

Daha 6nce vurgulandigi Gzere rasyonel birey, ancak kira maliyetinden kurtulmak igin faiz giderine katlanacaktir. Su durumda
bireyin belirli bir faiz giderini gdze alarak borglanip irlintin iyeligini alma ya da kira karsiligi 6deyip Grintn kullanim hakkini
belirli bir slire igin satin alma gibi birbiri yerine ikame edilebilir iki secenegi vardir. Diger degiskenler sabitken, bu iki secenekten
birini segen birey, 6blrinin talebini dislirmektedir. Dolayisiyla bu ikame iliskisi kiralar ile faiz ve fiyat arasinda ters yonli bir
baglantiya neden olmaktadir.

4. MODEL VE YONTEM

Calisma kapsaminda ortaya atilan soyut sdylemlerin somut kanitlari ortaya konmustur. Bunun igin Amerika Birlesik
Devletleri(ABD) olgeginde, konut piyasalarini kapsayan ekonometrik sinama yapilmistir. Kurulan modelin amaci konut
faizlerindeki artisin kira ve fiyatlar Gizerindeki etkisini 6lgmektir. 2005 ilk ¢eyrek (2005C1) ve 2020 ilk ceyregi (2020G1) donem
araligini kapsayan modelde kullanilan seriler ABD Federal Bankasi veri tabanindan (Federal Reserve Economic Data, FRED)
alinmigtir. Modelde kullanilan degiskenlerin gosterimi ve tanimi Tablo 1’de verilmistir.

Tablo 1: Degiskenlerin Tanimi

Degisken Tanim
R Mortgage faiz orani (ABD ortalamasi)
KF ABD konut kira endeksinin konut fiyat endeksine orani
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Tahmin edilmek istenen model asagidaki gibidir:
ALKFt=Bo_ﬁlALRt+ﬂ2kALRt+wt (1)

Modelde degiskenlerin adlarina eklenen “L” gostergesi degiskenin logaritmasinin alindigini, “A” gostergesi serinin tirevinin
alindigini belirtmektedir. "k A LR" degiskeni logaritmasi ve ardindan tirevi alinmig “R” degiskenini igin kurulan kukla
degiskeni ifade eder. "f3," sabit katsayi, "f;" ve "[," onlerinde bulunduklari degiskenlerin katsayilarini, "w." ise kalintilari
ifade etmektedir. Model ve ilgili testler Stata 16 Paket Programi ile tahmin edilmistir.

4.1. Birim Kok Testi Sonuglari

Modelde kullanilan serilerin duraganliklarinailiskin yapilan Genisletilmis Dickey-Fuller (1979) (Augmented Dickey—Fuller, ADF)
birim kok testi sinanmistir. Sinama sonuglarinda degiskenlerin birinci farklarinin duragan oldugu gérialmustr.

Tablo 2: ADF Birim Kok Testleri

Test LKF Li
} Diizey 0.5779 0.7666
Duzey Birinci Gecikme 0.2659 0.6950
o Diizey 0.0000 0.0000
Birinci Fark Birinci Gecikme 0.0000 0.0001

4.2. Yapisal Kirllmanin Tespiti ve Kukla Degisken Sonrasi Elde Edilen Model

Test 6lgeginin 2008 Kiresel Finansal Krizini kapmasi nedeniyle yapisal kirilma ya da kirilmalarin modelde yer alacagi ¢ikarimi
onsel olarak yapilabilir. Yapisal kirilmayi i¢sel olarak dlgen ve bos hipotezi yapisal kirllma olmadigi yoniinde olan Wald Testi
(Donald W. K. Andrews, 1993, p. 837) sonucuna gére %5 dnem diizeyinde yapisal kirilma vardir ve yapisal kirilma tarihi
2009’un ikinci geyregi olarak bulunmustur. Yapisal kirlmanin grafiksel olarak gdsterimi sekildeki gibidir;

Sekil 1: Yapisal Kirlmanin Grafik Uzerinde Gosterimi

CUSUM squared

CUSUM squared

T T
2020q1

T
2006q1

time

Sekil 1'den gorilecegi lizere, yapisal kirllma bir donem yasandiktan sonra, tekrar diizeyine geri donmektedir. 2008 Krizi sonrasi
2009’un ilk ceyreginde kendini somut olarak gésteren yapisal kirllmanin ¢6zimu icin kukla degiskenler turetilerek ideal model
tespit edilmek istenmistir. Hem sabit parametrede (f,), hem de A LR degiskeni parametresi tzerindeki yapisal kiriima
etkisini 6lgmek maksadiyla modele iki kukla degisken eklenmis, bunlardan S, igin tiretilen kukla degiskenin anlamsiz g¢tkmasi
tzerine modelden gikariimistir. By igin kurulan kukla degisken (KU) 2019 2. Ceyregi ile 2011 3. Ceyrek arasi igin 1, diger
dénemler igin 0 seklinde kurulmustur. A LR kukla degiskeni olan k A LR ise A LR degiskeninin KU degiskeni ile ¢carpimi
sonucu olusturulmustur. Yalnizca k A LR kukla degiskeni eklendiginde yapisal kirllma sorunu ¢ézllmistir. Yapisal kirllmanin
¢ozuldugu Sekil 2’de gorilmektedir.
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Sekil 2: Yapisal Kirillmanin Diizeltiimesinden Sonra Modelin Grafigi

——s—— CUSUM squared

CUSUM squared

T T
2020q1

T
200662

time

4.3. Varsayimdan Sapmalar ve Diizeltilmesi
Tahmin edilen modelin varsayimdan sapmalarinin tespiti i¢in yapilan testler ve sonuglari asagida verilmistir.

Tablo 3: Varsayimdan Sapmalarin Testleri ve Sonuglari

Test P Degeri  Sonug
. Jarque-Bera (1987) 0,89 Bos hipotez reddedilememistir.
Normal Dagilim Skewness/Kurtosis 0,84 Kalintilar normal dagilmaktadir.
. Breusch-Pagan (1979) 0,11 Bos hipotez reddedilememistir.
Heterokedasite  —, . (1980) 0,52 Heterokedasite sorunu yoktur.
korel Durbin-Watson (1950) 0,00 Bos hipotez reddedilmistir.
Otokorelasyon Breusch (1978) - Godfrey (1978) 0,00 Otokorelasyon sorunu vardir.

Sonuglara gore modelde normal dagihm ve heterokedasite sorunu bulunmazken otokorelasyon sorunu bulunmaktadir.
Otokorelasyon sorununu dizelten Newey-West (1987) tahmincisi kullaniimistir.

Newey-West tahmincisinde kullanilacak maksimum gecikmenin belirlenmesi igin gecikme diizeylerine gére otokorelasyon
testleri yapilmis ve 42. gecikmeden sonra otokorelasyon sorunu olmadigi anlasiimistir. Dolayisiyla Newey-West tahmincisi igin
kullanilan maksimum gecikme 42 olarak segilmistir.

4.4. Modelin Tahmini
Modelin tahmin giktilari asagidaki gibidir.

Tablo 4: Tahmin Ciktilari

Yontem Gosterge Sabit katsayi A LR k A LR
Katsayi 0,0037 -0,1579 0,2218
En Kiiciik Kareler StandartHata  0,0029 0,0594 0,1240
(EKK) t Degeri 1,25 -2,66 1,79
P Degeri 0,217 0,010 0,079
Katsayi 0,0037 -0,1579 0,2218
Newey-West Standart Hata  0,0043 0,0780 0,1214
(Maksimum o
Gecikme 42) t Degeri 0,84 -2,02 1,83
P Degeri 0,402 0,048 0,073

Tahmin giktilarina gore her iki ydntemde de sabit katsayl anlamsizken, A LR katsayisi %5 hata payi ile k A LR katsayisi %10
hata payi ile anlamlidir. Newey-West tahmincisinde F testi %10 hata payi ile anlamliyken, klasik EKK yéntemi ile yapilan
tahminde R-kare degeri yaklasik 0,12 ve F testi %5 ile anlamlidir. Cikti sonuglarina istinaden tahmin edilen modeller asagida
verilmistir.
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Tahmin edilen genel model;

A LKF; =1,00—0,16 ALR, + 0,22 k A LR, (2)
2005C1-2009C1 ve 2011G4-2020C1 donem igin gegerli tahmin;

A LKF; =1,00—0,16 ALR, + 0,22 k A LR, (3)
2009¢2-2011¢3 donemi igin gegerli tahmin;

A LKF; = 1,00+ 0,06 A LR, (4)

Tahmin sonuglari gostermektedir ki 2008 Kiiresel Finansal Krizinin etkisini gosterdigi 2009C2 ve 2011C3 arasi donem disinda
faizler ile kira/fiyat orani arasinda ters yonlu bir iliski vardir. Buna gére mortgage faizlerindeki %1’lik bir artis konutlar igin
kira/fiyat oranini yaklasik %0,16 diizeyinde diisirmektedir. Bununla birlikte 2008 krizinde mortgage sisteminin yol buyuttugu
balonun patlamasi, bu iliskinin yéniini kisa dénem igin de olsa degistirmis ve faizler ile kiralar arasinda dogrusal bir iliski ortaya
cikmustir.

Belirtmek gerekir ki, anlamsiz olan sabit katsayinin denklemlerde kullanildigi hali, bagimli degiskenin e tabaninda logaritmik
olmasindan dolayi, katsayinin e tabaninda ters logaritmasinin alinmig halidir. Sabit katsaylr anlamsiz oldugundan
yorumlanmamistir.

5. SONUC VE ONERI

Calisma kapsaminda glinimuiziin en yaygin borglanma araci banka kredilerinin ekonomideki roli ve kira/fiyat degiskenlerine
etkisi Uzerinde durulmustur. Buna gore sermayenin maliyetini belirleyen ticari banka kredileri 6zellikle sermaye yogun lretim
yapan sektor ve firmalarin durumlari Gizerinde s6z sahibidir. Bu nedenle ticari krediler, gelismekte olan llkeler igin yapisal
donlstimiin énemli bir aracidir. Tuketici kredileri ise vade ve kredi kullanim miktarlarina gore belirli Urlinlerin taleplerini
etkilemektedir. S6z gelimi uzun vadeli tiiketici kredilerinin maliyetlerinde yasanan degismeler konut ve tasit gibi Grinlerin
talebine etkide bulunurken, kisa vadeli krediler guinlik tiketim Urlinlerine olan talebi etkilemektedir. Bu nedenden 6tiiri
tiiketici kredilerinin gorevi s6z konusu drlinler arasinda talep dengesini korumak, asiri ya da eksik talep durumlarini
engellemek ve asir maliyetli Gretim yapan endustrileri daraltip, pozitif 6lgek ekonomilerinin gegerli olacagi endustrilere talep
yaratarak verimliligi artirmaktir. Ote yandan genel anlamda kredilerin gérevi ise fiyat ve kira dengesini saglayarak asiri kar ya
da rant gelirini engellemek, bdylece gelir dagihminda esitligi gerceklestirmek ve korumaktir.

Calisma igerisinde soyut bigimde islenen kredi kullaniminin fiyat ve kiralara etkisi, ABD konut piyasasinda yapilan analiz ile
ekonometrik olarak 6lgllmustur. Sonuglar beklenilen yénde ve anlamhidir. Tahmin sonucu 2005¢1-2009C1 ve 2011G4-2020G1
arasi donem igin ABD’de %1’lik mortgage faiz oraninin artmasi kira/fiyat oranini %0,16 oraninda azalmaktadir. Yapisal
kinlmanin gecerli oldugu 2009¢2-2011¢3 dénemi igin ise mortgage faiz oranindaki %1’lik artis, kira/fiyat oranini %0,06
oraninda arttirmaktadir. Kriz sonrasi kira/fiyat oraninin faiz oranlari ile iliskisinin bu yonlii degismesi dikkat gekicidir. Calisma
bu sonuglar dogrultusunda politika yapiciya i1stk olmalidir.
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ABSTRACT

Purpose- The purpose of this study is to investigate the impacts of GDP per capita, unemployment rate, cost of living index, gini coefficient,
median age, urbanization rate, total length of railways and roads, number of road motor vehicles, number of mobile phone subscribers,
number of broadband internet subscribers, literacy rate and mean years of schooling on financial inclusion in Turkey..

Methodology- The models were estimated using the Johansen Cointegration method, and the causality relationships between the variables
were tested with the Granger and Toda-Yamamoto approaches.

Findings- The Johansen approach findings reveal a significantly positive long—run co-movement between financial inclusion and GDP per
capita, urbanization and a significantly negative long—run co-movement between unemployment, cost of living and financial inclusion.
However, according to the results of the Granger method, there has been no causality relationship between the variables. The results of the
Toda-Yamamoto causality test are consistent with the results of the Granger causality test, except fort the urbanization variable which has
been found to have a short term casual effect on financial inclusion in the Toda—Yamamoto test.

Conclusion- The significant relationship between the level of financial inclusion and the rate of urbanization in the short and long run reveals
that the increase in the level of urbanization causes individuals to access financial institutions more easly and be able to use more financial
products in Turkey.

Keywords: Financial inclusion, time series, cointegration, causality, Turkey.
JEL Codes: C32, D14, G20

1. INTRODUCTION

Although financial inclusion is a widely discussed issue in finance literature, it does not have a common definition due to its
multidimensional nature and various different approaches. However, it refers to the situation in where individuals can
effectively access financial services and use financial products. Broadly, financial inclusion can be defined as the existence of
a financial system that enables weaker and disadvantaged individuals of the society to have access to and be able to use
financial products. While financial inclusion is to make financial services accessible and usable by the majority of the society,
financial exclusion emphasizes the situation that prevents low income and disadvantaged individuals of society from having
access and being able to use these financial services.

The factors affecting the level of financial inclusion may arise from supply and demand. Socio-economic factors and
individuals' perceptions and attitudes on financial issues are supply-side factors. Lack of financial services, in other words
financial exclusion, may occur voluntarily or involuntarily. Voluntary financial exclusion may be due to cultural or religious
factors, or due to the indifference individuals may have towards financial services. Involuntarily exclusion includes obstacles
such as not having trust in financial institutions, inappropriate prices, maturity of the product, product design that does not
meet the needs, and failure to meet other eligibility criteria. The demand-side factors include socio-economic and
technological factors such as income, education level, age, gender, transportation and telecommunication facilities (Abel,
Mutandwa and Le Roux, 2018; Demirglic—Kunt, Klapper, Singer and Van Oudheusden, 2015; Dittus and Klein, 2011; European
Commission, 2008).

Economic factors are considered as one of the major determinants of financial inclusion. Many studies reveal that financial
inclusion is positively related to economic development and the factors such as unemployment, poverty, and income
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inequality negatively impact the access to and use of financial services (Bittencourt 2012; Jeanneney and Kpodar 2011; Pal
and Vaidya 2011; Clarke, Xu and Zou 2006). Socio-demographic factors can play an important role in strengthening financial
inclusion. In societies where socio-demographic factors do not support financial inclusion, individuals are more likely to avoid
using financial services, fewer people have bank accounts, and cash transactions widespread. These situations impact the
demand side of financial inclusion (Cull, Ehrbeck and Holle, 2014; Dev, 2006). Another factor that influences financial inclusion
is technology. The financial services industry is one of the sectors that supports technological innovation and also puts them
into practice. Innovative financial service companies create and develop digital platforms to make their customers' daily
transactions more cost-effective, faster and easier. Technological developments reduce the need to travel long distances,
and ensure the efficient distribution of financial products and services. Electronic payment systems, mobile banking, and
other fintech applications are becoming more widespread, so financial inclusion is able to improve with a new and wide-
ranging stakeholder group from the digital world (Global Partnership for Financial Inclusion 2014; De Koker and Jentzsch
2013; Duncombe and Boateng 2009).

Due to the belief of its positive impacts on financial systems and the economy, financial inclusion issues have recently been
gaining more attention among researchers, policy makers and practitioners. In many countries, studies have been carried out
by financial institutions, governments and non-governmental organizations to develop strategies that may enable low-income
and disadvantaged groups to be better included in the financial system. These efforts have also been supported by
international financial and economic institutions such as the International Monetary Fund and the World Bank (Demirglic-
Kunt, Beck and Honohan, 2008; Kempson, Atkinson and Pilley, 2004; Leyshon and Thrift, 1995). In Turkey, "Financial Access,
Financial Education, Consumer Financial Protection Strategy and Action Plans' were put into practice in 2014 aiming to
strengthen the demand side of financial inclusion by considering the indicators of financial access and the financial
infrastructure (Prime Ministry of Turkey, 2014). Within this scope, a total of 55 action plans have been determined in the
fields of financial education and financial consumer protection. In addition, many public institutions, autonomous institutions
and non-governmental organizations have been identified for collaboration. Understanding the linkage between financial
inclusion and economic, social, demographic and other issues will be beneficial to policy makers and practitioners in their
efforts to strengthen financial inclusion in the country. However, there have been few academic studies conducted on
financial inclusion within Turkey. To fill this gap, this study aims to contribute to the understanding of the economic,
technological, social and demographic drivers of financial inclusion in Turkey. In this context, the study has researched the
impacts of some selected variables in the fields of economy, population, demography, transportation, information society
and education on financial inclusion in Turkey.

The study has been structured as follows; the review of the literature on financial inclusion has been presented in the second
part following the introduction, part three gives the details of the data used in the research and methodology, the results of
the econometric models applied in the research have been presented in the fourth section, and part five presents the
conclusion.

2. LITERATURE REVIEW

The issue of financial inclusion, which was first discussed in England in 1997 with the view that development should be spread
to different areas, has been the interest of various international and national institutions, researchers and practitioners. Early
studies focus more on the definition and nature of financial inclusion (Dev, 2006). Later, the studies on developing financial
inclusion measurement methods and measuring, monitoring, and analysing financial inclusion in different countries has
become frequent (Demirgiic-Kunt, Klapper, Singer and Van Oudheusden, 2015; Giindiiz and Ozyildirim, 2019; Bayero, 2015;
Fungacova and Weill, 2015; Cdmara and Tuesta, 2014; Yorulmaz 2013; Chakravarty and Pal, 2013; World Bank, 2013; Gupte,
Venkataramani and Gupta, 2012; Sarma, 2008; Kempson, Atkinson and Pilley, 2004). In this continuous process, the literature
has expanded with studies examining the relationship between financial inclusion and economic, social, demographic,
geographical, technological and other variables.

Whether development and economic growth causes any increase in financial inclusion levels is one of the issues discussed
extensively in the literature. Raza, Tang, Rubab and Wen (2019) have conducted a meta-analysis study in Pakistan. A
significant and positive relationship between financial inclusion and economic development has been found by the authors
which reveals that an increase in the level of financial inclusion may improve economic development. Van, Vo, Nguyen and
Vo (2019) have applied a panel econometric model to estimate if financial inclusion impacts economic growth or not. The
findings support a positive relationship between economic growth and financial inclusion consistent with many previous
studies. In addition, it has been determined that the relationship is stronger in the countries where the income and financial
inclusion levels are lower. The results of the panel data study conducted by Kim, Yu and Hassan (2018), using the data of the
Organization of Islamic Cooperation’s 55-member countries, also reveal that financial inclusion has a positive impact on
economic growth. The linear cointegration test results of Sethi and Sethy (2018) together with the data of India for the period
from 1975 to 2014 show that there has been a long-run relationship between economic growth and financial inclusion. Both
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demand and supply side improvements in financial inclusion positively impacts economic growth. Shailesh and Ragabiruntha
(2018) have collected data through a structured questionnaire and have established a model to determine which factors led
economic development through financial inclusion in Tamil Nadu. According to the major findings of their study; financial
literature, online banking and understanding banking services are the drivers of financial inclusion and economic
development can be led by financial inclusion. Another study which reveals a positive long-run relationship between
economic growth and financial inclusion has been conducted by Sethi and Acharya (2018) with data from 31 countries
spanning the period 2004-2011.

Some of the studies conducted on the issues of financial inclusion have explored the relationship between financial inclusion
and economic welfare indicators - two which are widely used are GDP per capita and income inequality. The findings of the
research of Sha’bana, Girardone and Sarkisyan (2020) indicate that there has been a significant positive relationship between
GDP per capita and financial inclusion. Jung and Cha (2020) who explored the long-run relationship between financial income
inequality and development have found that at the provincial level in China, financial deepening makes inequality worse.
According to Ginevicius, Dudzeviciute, Schieg and Peleckis (2019) the highest level of financial development has been
demonstrated by the countries which have middle GDP per capita indicators. According to Nanda (2017) the level of financial
inclusion seems to reflect a movement in tandem with the extent of per capita income and the extent of socio-economic
development. The empirical analysis of Sarma and Pais (2011) reveals that per capita gross domestic product, urbanisation,
adult literacy and income inequality are important factors in explaining the level of financial inclusion in a country. In addition
to these, the other factors which have a positive impact in increasing financial level are electronic and physical connectivity
and information availability, indicated by road networks, telephone and internet usage.

Saifullahi, Ozdeser and Cavusoglu (2019) have examined the finance-welfare linkage of Nigerian households in rural areas.
The findings have shown financial inclusion has a strong positive impact on the welfare of households. However, the
decomposition analysis results have shown that middle-income and high-income households benefit more from the increased
level of financial inclusion compared to low-income ones. Zhang and Posso (2019) have researched the impact of financial
inclusion on the income of households by using data covering more than 6,200 Chinese households and have found a strong
and positive impact of financial inclusion on household income. In contrast with the studies of Sani Ibrahim, Ozdeser and
Cavusoglu conducted in Nigeria, the Chinese study by Zhang and Pooso has shown that low-income households benefit more
from financial inclusion than high-level and mid-level income households. Anwar and Amrullah (2017) have found in their
research that financial inclusion can reduce poverty by affecting the overall economy, but it can increase inequality at the
same time. The results of Kim’s research (2016), which uses data on the 40 countries in the European Union and OECD
between 2004 and 2011, reveal that financial inclusion causes an improvement on the relationship between economic growth
and income inequality. Income inequality reduction by means of financial inclusion transforms the negative relationship to a
positive relationship between income inequality and economic growth. This transformation trend is stronger in high-fragile
countries than in low-fragile countries.

It is widely accepted in the literature that the developments in information and communication technologies are important
factors in enlarging financial inclusion. According to Chatterjee (2020), financial inclusion can improve the per capita growth
both individually or collectively with information and communication technologies. Musabegovic, Ozer, Djukovic and
Jovanovic (2019) have investigated the relationship between the usage of new technologies and GDP per capita. The results
of their study reveal a significantly positive relationship between GPD per capita and the usage of smartphones in financial
transactions and payment processes. Patwardhan, Singleton and Schmitz (2018) have indicated that taking advantage of the
convenience provided by electronic transactions, integrating mobile phones into the payments system, and using technology
for turning high-cost operations into self-service or automated processes significantly caused reductions in the cost and
expanded access to financial services.

Some studies in the literature investigating the determinants of financial inclusion based on different factors apart from those
mentioned above.

Susilowati and Leonnard (2019) have investigated the factors using the microdata from global findex 2014. The findings of
their binary logistic regression have indicated that there are significant and positive relationships between financial inclusion
and the constraints to financial services, motivation to use financial services and sources of loans. By using the World Bank's
2017 Global Findex Database, Ozsuca (2019) analysed the factors which might cause gender differences in using financial
products and services. Outputs of the study indicate that disparity in financial inclusion is significantly related to employment.
Age and higher education have also been found to be contributing factors to the financial inclusion gap. Alhassan, Li, Reddy
and Duppati's (2019) findings indicate that the level of financial inclusion is positively related to higher education and higher
incomes, and has been negatively affected by religious tensions and unemployment. Szopinski (2019) has investigated the
reasons for individuals who chose to be unbanked in Poland and has found the major factors for being unbanked are lower
income, lower levels of education, younger age, lack of trust in commercial banks and living in small towns or cities. Using the
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World Bank's 2017 Global Financial Inclusion database Chu (2019) has applied probit estimation for different measures of
financial inclusion. Outputs of the study reveal that being a man, more educated, richer, employed, and older than a certain
age increases the likelihood of access to formal financial services. Bozkurt, Karakus and Yildiz (2018) have examined the
possible factors which might generate changes in financial inclusion levels by using 2011 - 2014 period data of 120 countries.
The results of their study have revealed that the major factors in the change in financial inclusion are social, banking and
political issues. Evans and Osi (2017) have applied a Bayesian VAR model with the World Bank Development Indicators
datasets covering the 2005 - 2014 period of 15 African countries. The results have shown that the effects of credit supply,
literacy, internet users and servers, and broad money on financial inclusion are positive and significant. In their research in
which they used the data of thirty OECD countries, Van der Werff, Hogarth and Peach (2013) have determined that high trust
in financial institutions and government causes an increase in the level of financial inclusion.

3. DATA AND VARIABLE DESCRIPTION

The widely used indicators in measuring financial inclusion are access to and use of financial services and products, and quality
measures. Access indicators reflect how deep financial access is. Usage indicators measure how adults use financial services.
Quality measures specify the compliance level of financial products and services to the needs of customers, the range of
options available to customers, and the awareness level and understanding of adults regarding financial services and products
(World Bank, 2013). According to Kempson, Atkinson and Pilley (2004), a good financial inclusion measure should be simple,
practical, as multidimensional as possible, and should include comparable indicators.

In this study, four access and four usage indicators are used to calculate financial inclusion, taking into account the
accessibility of data. Financial access indicators reveal the geographical and demographic penetration of service points.
Financial usage indicators show how widespread its use is and how affordable it is (Table 1). Financial inclusion data is
obtained from The Central Bank of the Republic of Turkey (TCMB), Banking Regulation and Supervision Agency of Turkey
(BDDK), The Banks Association of Turkey (TBB), Participation Banks Association of Turkey (TKBB), The Interbank Card Centre
(BKM), and Turkish Statistical Institute (TurkStat).

Table 1: Financial Inclusion Indicators

Code Indicator Definition
BRPG Branch penetration (geographical) Branch number per 1,000 km?
5 BRPD Branch penetration (demographic) Branch number per 100,000 population (+15 years age)
g ATMG  ATM penetration (geographical) ATM number per 1,000 km?
ATMD  ATM penetration (demographic) ATM number per 100,000 population (+15 years age)
LAPP Loan account penetration (prevalence) Loan account number s per 1,000 population (+15 years age)
) LIRA Loan / income ratio (affordability) The ratio of average loan amount to GDP per capita
g DAPP Deposit account penetration (prevalence) Deposit account number per 1,000 population (+15 years age)

The ratio of the average deposit account amount to GDP per

DIRA Deposit / Income Rate (affordability) capita

ATM: Automated teller machine

Higher geographical measurements reveal that the distance is shorter and easier to access to financial services. Per capita
branch and ATM distributions show the demographic spread of financial services and measure how many customers a bank
and ATM serve. Higher values mean fewer people per branch or ATM and easier access. Deposit and loan account numbers
per 100,000 +15 age population indicate the prevalence of the use of financial services. The ratio of average loan and deposit
amount to GDP shows the affordability of financial services by individuals. Higher rates indicate that financial services are
mostly available to upper income groups (lsik, 2011). Descriptive statistics of financial inclusion indicators used in the study
are presented in Table 2.

Table 2: Descriptive Statistics of Financial Inclusion Indicators

n Mean SD Min. Max.
BRPG 22 11.43 2.82 7.85 15.48
BRPD 22 12.47 2.06 9.33 15.61
ATMG 22 32.83 20.02 8.6 66.29
ATMD 22 34.62 18.38 11.16 63.34
LAPP 22 120.88 85.49 15.48 254.78
LIRA 22 0.53 0.14 0.31 0.74
DAPP 22 1,593.23 579.03 775.95 2,727.65
DIRA 22 0.24 0.11 0.13 0.54
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Individual interpretation of the indicators may lead to misleading results. Therefore, the Financial Inclusion Index (F/ITR) has
been created in order to provide information about the indicators of financial inclusion as a single value and to measure its
relationship to numerous variables.

In order to be easily calculable and to produce comparable information, an index has been created for each dimension by
accepting 1997 as the base year, and then the Financial Inclusion Index (FI/ITR) was calculated by taking the arithmetic mean
of the two.

5 ’;—fx 100
FIITR = ——— (1)
N

(d¢: value of financial inclusion dimension in the relevant year, d;: value of financial inclusion dimension in base year, N:
number of observed dimensions)

The variables whose impacts on financial inclusion have been investigated include the fields of economy, population,
demography, transportation, information society and education. Table 3 gives definitions and Table 4 presents the descriptive
statistics of variables.

Table 3: Independent Variables

Field Code Time Period  Source Definitions
GDPPC 1997 — 2018  TurkStat Per capita gross domestic product in purchasers' value.
UNEMP 1997 — 2018  TurkStat Unemployment rate among non—institutional population by
E labour force status (15 — 65 years of age).
g COLIN 1997 - 2018 TCMB, ITO Cost of living index (foodstuffs, heating and lighting articles,
S clothing and house furniture, house rent and maintenance
and miscellaneous).
GINIC 1997 — 2018  TurkStat Gini coefficient by equalized household disposable income.
- MEDAG 1997 — 2018  TurkStat Median age obtained from population censuses and address
o S 5 based population registration system..
oz E URBAN 1997 — 2018  TurkStat The share of population living in province and district
‘—Z‘i & S centres.
2 Fe RWROD 1997 -2018  TurkStat Length of railways and roads.
& § E VHCLE 1997 -2018  TurkStat Number of road motor vehicles excluding road construction
machineries, work machineries and tractors.
_5 T c MOBPH 1997 — 2018  TurkStat, BTK Number of mobile phone subscribers.
AN '% INTRN 1997 — 2018  TurkStat, BTK Number of broadband internet subscribers.
g :‘% é LITER 1997 — 2018  TurkStat Literacy rate (6 years of age and over).
Egu SCHOL 1997 — 2018  TurkStat Mean years of schooling.

* ITO: Istanbul Chamber of Commerce, BTK: Information and Communication Technologies Authority of Turkey

Table 5: Descriptive Statistics of Variables

Variable Mean SD. Min. Max.
FIITR 2.68 1.33 1.00 4.69
GDPPC 8,092.69 3,323.37 3,084.39 12,480.37
UNEMP 9.77 1.66 6.40 12.90
COLIN 4,179.84 1,388.66 5,960.34 2,007.77
GINIC 0.42 0.03 0.38 0.52
MEDAG 28.39 2.29 24.70 32.02
URBAN 75.37 11.46 60.77 92.50
RWROD 138,181.36 4,100.88 133,229.00 146,347.00
VHCLE 13,739,364.64 5,171,641.28 6,863,462.00 22,865,921.00
MOBPH 48,300,537.59 26,618,589.16 1,483,149.00 80,117,999.00
INTRN 19,328,421.59 24,609,698.04 75,000.00 74,500,089.00
LITER 89.47 5.37 82.00 96.42
SCHOL 6.59 0.98 5.10 8.00
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3.1. Unit Root Tests

Augmented Dicky Fuller (ADF), Phillips—Perron (PP), and Kwiatkowski—Phillips—Schmidt—Shin (KPSS) unit root tests are used
to analyse stationarity properties of variables.

Augmented Dicky Fuller (ADF), Phillips—Perron (PP), and Kwiatkowski—Phillips—Schmidt—Shin (KPSS) unit root tests are used
to analyse stationarity properties of variables.

ADF test is an extended application version of the DF (Dickey and Fuller, 1981). DF tests whether y = 0 in the data of model.
Ye=a+Bt+yyeq +e (2)

where y, represents the interest variable, t represents the time index, y represents a coefficient, and € is the error term. The
regression equation is written as

Ays =yt =y =a+Pt+ vy +& (3)

where A represents the first difference operator. By writing in this way, a linear regression Ay, against t and y;_, can be
applied and it can be tested whether y has any difference from 0. y = 0 indicates a random walk process. If notand -1< 1 +
y < 1, the process is accepted as stationary.

The major problem with this method is that the Dickey—Fuller method is not effective if € in an autoregressive model is auto
correlated (Maddala and Kim 1999). To solve this problem, ADF unit root test has been proposed. By adding Ay;_,, to the
equation, the ADF approach enables high order autoregressive processes. But still the y = 0 equation is tested.

Ay =a+ Pt +yyi_1+ 618y 1 + 88y 5 ...+ & (4)

The PP test (Phillips and Perron, 1988) is a non—parametric approach in which the selection of serial correlation level is not
required. Unlike the ADF method, it rather takes the prediction scheme similar with DF method, but in this model the statistic
is corrected for autocorrelations and heteroscedasticity. The last unit root test, which will be applied to the time series used
in our study to improve the finite sample properties of the ADF and PP tests is the KPSS test in which the null hypothesis is
examined under the assumption that an observable time series is stationary around a deterministic trend. For the KPSS
approach, the null hypothesis is that the series is stationary.

3.2. Cointegration

In the research, Johansen approach is used for testing cointegration (Johansen and Juselius, 1990; Johansen, 1988). Vector
error correction (VEC) representation is as follows in Johansen cointegration approach.

Axp = ST 8ilxe_y + Mg +p + & (5)
where Ax,pt comprise a null vector I(0) of n x series. The parameter u is the deterministic component composed of the
constant, trend, structural break, and seasonality; §; represents the short run parameter. The long—run relationship is

captured by the matrix, defined as, where x is stationary if a cointegration relationship exists and the matrix M has a reduced
rank of (r): 0 < r < n (Thong, Ankamah-Yeboabh, Julia Bronnmann, Nielsen, Roth and Schulze—Ehlers, 2020).

In Johansen Method, the maximum likelihood of the matrix is estimated assuming that the error variables are distributed
normally. The Johansen tests are also known as maximum eigenvalue and trace tests.

LR(rg, 7o+ 1) = —TIn(1 — Ay041) (6)

The trace approach examines whether the rank of the matrix M is 1. The alternative hypothesis is that 1y < rank (M) < n,
where n represents the possible cointegrating vectors’ maximum number.

LR(r9n) = -TX%, . In(1—1) (7)

1=To+1

where LR (ro_n)represents the statistic of a likelihood test if ratio statistic rank is (I) = ror (M) < n.
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3.3. Causality Tests

Finally, causality relationships between the variables will be tested by using the Granger and Toda—Yamamoto methods.
Granger causality is a widely used approach in times series to examine the causality relationship between two variables by
following a “bottom up” procedure.

Y=Y aXe i+ X BiYeq +u (8)
X=X AXe g + X Ay +v (9)

where, X does not, Granger causes Y in the Eq. (8) and Y does not, Granger causes X in the Eq. (9) are null hypothesis’ (h).
The rejection of null hypothesis (h,) reveals Granger-cause where u and v are correlated.

Toda-Yamamoto, the second method used to reveal the causality relationships between the variables in the research, is not
sensitive to cointegration properties and is feasible for stationary or non—stationary VAR models. In this method, preliminary
information such as whether the variables contain unit root or the number of cointegration vectors is not needed. In Toda—
Yamamoto method, constraint tests such as Wald likelihood ratio and LaGrange multiplier are investigated with a valid Wald
statistic (an asymptotic x2distribution), regardless of the order of integration of the variable (Toda and Yamamoto 1995).

Ye=a; + X8y Yoo + X yai Yoo + & (10)
Xe=ay+ X060 i + DK 65 Yeoq + &t (11)

where k represents the optimal lag order, d represents the maximum order of integration of the series, and €,; and &,
represent error terms.

4. RESULTS

In this study, the impacts of the variables regarding economy, population, demography, transportation, information society
and education issues on financial inclusion is examined using annual data from Turkey over the 1997 - 2018 period. To explain
these impacts, the following vector auto regression (VAR) models have been formulated.

FIITR, = @y + a,GDPPC, + ayUNEMP, + a3COLIN, + a,GINIC, + &, (12)

where; FIIT is the dependent variable representing Financial Inclusion Index. GDPPC is the gross domestic product per capita,
UNEMP is the unemployment rate, COLIN represents the cost of living index, GINIC represents the Gini coefficient,
ag represents the constant term, a4, a,, a3, a, represents the coefficients of the exogenous variables, t represents time and
€ is the stochastic term.

FIITR, = ag + a;MEDAG, + a,URBAN, + azRWROD, + a,VHCLE, + &, (13)

where; MEDAG is the median age, URBAN is the urbanization rate, RWROD is the sum of the length of railways and roads,
VHCLE is the number of road motor vehicles.

FIITR, = ag + a;MOBPH, + a,INTRN, + a3LITER, + a,SCHOL, + &, (14)

where; MOBPH represents the number of mobile phone subscribers, INTRN represents the number of broadband internet
subscribers, LITER represents the literacy rate, SCHOL represents mean years of schooling.

In the first stage of the research, the stationarity of the series was examined at 0.05 significance level by applying unit root
tests.

Table 6: Unit Root Test Results

ADF PP KPSS
Series Level 1st difference Level 1st Difference Level 1st Difference
FITR Test -0.070 -3.100 0.199 -3.065 0.635 0.190
Cv -3.021 -3.021 -3.012 -3.021 0.463 0.463
GDPPC Test -1.469 -4.016 -1.466 -4.026 0.564 0.279
Cv -3.012 -3.021 -3.012 -3.021 0.463 0.463
UNEMP Test -2.252 -3.855 -2.252 -4.402 0.393 0.092
Cv -3.012 -3.040 -3.012 -3.021 0.463 0.463
COLIN Test -1.981 -3.262 -1.376 -3.307 0.447 0.381
Cv -3.040 -3.021 -3.012 -3.021 0.463 0.463
GINIC Test -1.616 -4.057 -2.082 -7.094 0.442 0.114
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Cv -3.021 -3.066 -3.012 -3.021 0.463 0.463
MEDAG Test -1.004 -4.287 -0.659 -3.490 0.662 0.135
Cv -3.021 -3.030 -3.012 -3.021 0.463 0.463
URBAN Test -0.343 -4.619 -0.268 -4.633 0.621 0.112
cv -3.012 -3.021 -3.012 -3.021 0.463 0.463
RWOD Test 2.809 -2.432 2.487 -2.402 0.654 0.441
Cv -3.012 -3.021 -3.012 -3.021 0.463 0.463
VHCLE Test 3.591 -2.348 3.930 -2.262 0.637 0.576
Cv -3.012 -3.021 -3.012 -3.021 0.463 0.463
MOBPH Test -2.098 -2.774 -1.784 -1.167 0.625 0.290
Cv -3.030 -3.030 -3.012 -3.021 0.463 0.463
INTRN Test 5.018 -1.638 4.382 -1.491 0.569 0.541
Cv -3.012 -3.021 -3.012 -3.021 0.463 0.463
LITER Test -1.611 -1.508 -0.535 -2.842 0.638 0.146
Cv -3.030 -3.030 -3.012 -3.021 0.463 0.463
SCHOL Test -1.109 -3.775 -1.094 -3.775 0.629 0.184
Cv -3.012 -3.021 -3.012 -3.021 0.463 0.463

where Cv is critical value.

In ADF and PP tests, the basic hypothesis is "there is a unit root in the series", and in the KPSS test, "there is no unit root in
the series". It is seen that FIITR, GDPPC, UNEMP, COLIN, GINIC, MEDAG, URBAN, LITER and SCHOL series appear to be first
difference stationary while VHCLE and INTRN series are non-stationary in all tests. RWOD and MOBPH series are first
difference stationary in KPSS test, but non-stationary in ADF and PP tests (Table 6). After excluding the non-stationary series
from the scope of the research, the Eq. (13) and Eq. (14) are combined and the VAR models to be used in the research are
formulated as follows.

FIITR, = ag + a;GDPPC, + ayUNEMP, + a3COLIN, + a,GINIC, + & (15)
FIITR, = ag + a;MEDAG, + a,URBAN, + asLITER, + a,SCHOL , + & (16)

In the next stage, long-term relationships between the variables are tested with the Johansen Cointegration framework.
Akaike Information Criterion (AIC) is used to determine optimal lag length.

Table 7: Lag Length Selection

Lag LoglL LR FPE AIC SC HQ
Iy 0 -262.789 - 1201902. 28.18831 28.43685 28.23038
= 1 -244.704 24.74786 2781676. 28.91621 30.40743 29.16859
e 2 -170.2 62.74054* 30796.12* 23.70522* 26.43913* 24.16791*
o 0 -15.2905 - 5.8306* 2.135843 2.384380* 2.177906
= 1 -1.63421 18.68757 2.15e-05 3.329917 4.821136 3.582290
b 2 40.22946 35.25362 7.3%9e-06 1.554794* 4.288696 2.017478*

* indicates the optimal lag length at 0,05 level.
LR: Sequential modified LR test statistic, FPE: Final prediction error, AIC: Akaike information criterion, SC: Schwarz information criterion,
HQ: Hannan-Quinn information criterion.

Johansen Cointegration test results reveal that there are three cointegration equations for the Eq. (15) and one cointegration
equation for the Eq. (16). The findings of the trace and maximum eigenvalue tests are consistent with each other. In order to
predict the models by the Johansen method, the number of delays was determined as two according to the AIC (Table 7).

Table 8: Johansen Cointegration Test Results

Hypotesized no of cointegrating equation(s) Amax Atrace Critical Value Probability**
__ None* 0.993319 164.1922 69.81889 0.0000
E At most 1* 0.817202  69.03100 47.85613 0.0002
g Atmost 2% 0.714999  36.74285 29.79707 0.0067
At most 3 0.361508  12.89287 15.49471 0.1188
& ( None* 0.965375  116.3989 69.81889 0.0000
* S At most 1 0.793487  52.49834 47.85613 0.0172

DOI: 10.17261/Pressacademia.2020.1290 230



Journal of Economics, Finance and Accounting —JEFA (2020), Vol.7(3),p.223-235 Sarigul

At most 2 0.481698  22.52793 29.79707 0.2700
At most 3 0.348576  10.04117 15.49471 0.2776

* the hypothesis is rejected at the level of 0.05 significance
** MacKinnon-Haug-Michelis (1999) p values.
Amax: Maximum Eigen statistic, Aqce: Trace statistic,

The long—term equilibrium models estimated using the Johansen method are as follows.

FIITR, = 6.109 + 0.001GDPPC, + —45.769UNEMP; + —7.406COLIN, + 1.607GINIC, (17)
(0.023)  (0.000) (0.047) (0.000) (2.705)

FIITR, = 6.841 + —6.191MEDAG, + 0.174URBAN, + —1.736LITER, + 7.11SCHOL, (18)
(0.846) (0.664) (0.001) (0.129) (0.472)

It is seen that the t values of the GDPPC, UNEMP, COLIN variables in Eq. (15) and URBAN variable in Eq. (16) are statistically
significant at 0.05 level. The results of Johansen's cointegration test suggests significant and positive long-run co-movement
between financial inclusion and GDP per capita, urbanization and a significantly negative long-run co-movement between
financial inclusion, unemployment, and cost of living.

In the next stage, The Granger causality test has been performed to examine the causal relationship between variables. The
optimal lag length determined by VAR for both models (Eq. 15 and Eq. 16) is two. The results of the Granger tests reveal no
short-term causal relationships between variables (Table 9).

Table 9: Granger Causality Test Results

Direction of Causality F statistic probability** Decision
GDPPC - FIITR 1.3344 0.2948 ho
FIITR - GDPPC 0.9065 0.4264 ho
UNEMP - FIITR 0.4731 0.6327 hg
FIITR > UNEMP 1.0332 0.3815 hg
COLIN = FIITR 1.6679 0.2241 ho
FIITR - COLIN 2.2697 0.1400 ho
URBAN - FIITR 0.6338 0.5451 hg
FIITR - URBAN 0.3582 0.7052 ho

where hy: no causal effect of X on Y, h;: causal effect of X on Y
Arrows point the direction of causality

Short—term causality relationships were also tested using the Toda—Yamamoto method with the lengthof 2 + 1= 3 (P +
dmax)- The findings of the Toda—Yamamoto test are consistent with the results of Granger causality test apart from URBAN
—> FIITR hypothesis which indicates that there is a one-way causal relationship running from urbanization level to financial
inclusion (Table 10).

Table 10: Toda—Yamamoto Causality Test Results

Direction of Causality Test statistic p value Decision
GDPPC - FIITR 1.7922 0.4082 ho
FIITR - GDPPC 1.4678 0.4800 ho
UNEMP - FIITR 3.1729 0.2046 ho
FIITR - UNEMP 1.9542 0.3764 hy
COLIN = FIITR 4.5629 0.1021 hy
FIITR - COLIN 2.6839 0.2613 hg
URBAN - FIITR 6.0656 0.0482 hy
FIITR - URBAN 0.5549 0.7577 hy

where hy: no causal effect of X on Y, h;: causal effect of X on Y
Arrows point the direction of causality

5. CONCLUSION

In this study, the factors which might have an impact on financial inclusion in Turkey during the period of 1997 - 2018 were
examined. In this context, firstly, the financial inclusion index, which consists of four access and four usage dimensions, was
created. The variables whose effect on financial inclusion would be investigated were determined through the fields of

DOI: 10.17261/Pressacademia.2020.1290 231



Journal of Economics, Finance and Accounting —JEFA (2020), Vol.7(3),p.223-235 Sarigul

economy, population, demography, transportation, information society and education, and three regression models were
created. GDP per capita, unemployment rate, cost of living index, Gini coefficient, median age, urbanization rate, total length
of railways and roads, number of road motor vehicles, number of mobile phone subscribers, number of broadband internet
subscribers, literacy rate and mean years of schooling as the independent variables.

The series was first difference stationary except from total length of railways and roads, number of road motor vehicles,
number of mobile phone subscribers and number of broadband internet subscribers’ series which were all non-stationary.
Non-stationary variables were excluded from analysis and models were combined. For the estimation of the models, the
Johansen Cointegration method was applied and causality relationships between the variables were tested with Granger and
Toda—Yamamoto approaches.

Consistent with many studies demonstrating financial inclusion is positively and significantly related to GDP per capita, it was
expected to find that GDP per capita has a positive impact on financial inclusion since increases in income may cause people
to demand more financial services. Findings obtained by the Johansen approach suggests a significantly positive long-run co-
movement between financial inclusion and GDP per capita. However, outputs of Granger and Toda—Yamamoto causality tests
reveal there is no causality relationship in short-run between GDP per capita and financial inclusion in Turkey.

Unlike GDP per capita, it was expected that financial inclusion levels would decrease as national unemployment levels
increase and therefore a negative relationship between unemployment and financial inclusion may appear. On the
examination of cointegration test results it is seen that there is a significantly negative long-run co-movement between
financial inclusion and unemployment in Turkey. Similar to the GDP per capita, the results of Granger and Toda—Yamamoto
causality tests reveal that there is no significant causal relationship between unemployment and financial inclusion in Turkey
in the short-run.

Increases in the cost of living were expected to impact savings rates negatively and thus financial inclusion. However, financial
inclusion also has access to and use of loan dimensions. Increases in living costs may also cause an increase in the demand
for consumer loans. Findings obtained by the Johansen approach suggests a significantly positive long-run co-movement
between financial inclusion and cost of living. However, no significant short-term causality effect is determined between two
variables.

Financial inclusion is a key enabler in reducing poverty and boosting prosperity (World Bank, 2018). Although decreases in
the level of inequality were expected to cause an increase in financial inclusion, no significant long-run cointegration and no
short-run causality effect has been determined between the Gini coefficient and the financial inclusion in Turkey.

It is widely accepted that the aging of a population has considerable impacts on financial markets because of the increase in
savings rates and the demand for investment funds (Bosworth, Bryant and Burtless, 2004). On the other hand, unbanked
adults may be of a younger age. The increases in the median age was expected to cause increases in financial inclusion.
However, the outputs of the research show that there is no significant relationship between median age and financial
inclusion in Turkey in the short and long run.

It is generally stated that the urbanization process leads to the growth of various infrastructural facilities as well as helps in
promoting entrepreneurship and industrial growth. Therefore, high rate of urbanization was expected to give a boost to the
financial sector resulting in a higher level of financial inclusion. The outputs of Johansen's cointegration test reveal significant
and positive long-run co-movement between urbanization rate and financial inclusion. In addition, urbanization rate variable
is found to have a short-run causal effect on financial inclusion in the Toda—Yamamoto test. The significant relationship
between the level of financial inclusion and urbanization rate in the short and long run reveals that the increase in the level
of urbanization causes individuals to access financial institutions more easily and use more financial products in Turkey.

Although a higher literacy rate and mean years of schooling were expected to cause higher financial inclusion levels by
providing more information and awareness about financial products, the results obtained from the research do not reveal
significant relationship in the short and long-run between two variables.
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ABSTRACT

Purpose- The purpose of this study is to assess the weak form efficiency of Borsa Istanbul banking sector stocks using bank stocks listed in
BIST 30. In addition to individual banking sector stocks, BIST 100 and BIST BANKS indexes are also investigated.

Methodology- For this purpose, weekly adjusted closing prices of selected stocks and indexes are collected from finance.yahoo.com and
investing.com. The study period covers from January 4, 2010, to December 20, 2019. Therefore, a total of 520 observations for each stock
and index are analyzed using autocorrelation, run test and unit root tests such as Augmented Dickey-Fuller (ADF), Phillips-Perron test (PP)
and Kwiatkowski-Phillips Schmidt-Shin (KPSS).

Findings- The autocorrelation test results indicated that only VAKBAN and YAKBNK are efficient at the weak form of efficiency during the
study period. On the other hand, the runs test result showed that only AKBANK and GARAN do not follow the random walk hypothesis and
the other six samples are efficient at the weak form of efficiency. Finally, the unit root tests such as ADF, PP and KPSS results indicated that
all samples do not follow the random walk hypothesis and they are not efficient at the weak form of market efficiency. BIST 100 and BIST
BANKS indexes are inefficient according to all methods except in run test analysis.

Conclusion- Consequently, the three types of tests employed in this study exhibited a controversial result and it is difficult to give a general
conclusion regarding the efficiency of the BIST Banking sector in the weak form. This indicated the probability of making an abnormal return
by examining the Borsa Istanbul banking sector stocks’ historical prices.

Keywords: Autocorrelation, banking sector, Borsa Istanbul, efficiency, run test, unit root tests
JEL Codes: G10, G11, G14

1. INTRODUCTION

The relationship between capital markets and economic growth is one of the fields that catch the attention of economics and
finance researchers. Several studies identified that there is an association between capital market development and
economic growth. Carp (2012) states that stock markets have a vital role in the global economy, and their impacts on
economic growth can be transferred to the real sector via their inevitable ways such as creating liquidity, market
capitalization, risk distribution and allocation. Stock markets are also having an important function for the economy by
providing liquidity to the market, creating fund sources through encouraging saving, expanding the ownership structure of
capital for broadening society and playing as an economic indicator. The above-mentioned roles will effective when the stock
market is efficient. The efficiency of the stock market is depending on the fairly and effectively change of securities’ price in
the market, fast and uninterrupted flow of information through the market, the low transaction cost in the market and the
act of investors in the market rationally (Aydin, Basar & Coskun, 2015).

There are three forms of market efficiency such as allocational market efficiency, operational market efficiency and
informational market efficiency (Bauer, 2004). Allocational market efficiency is concerned with how scarce resources are
distributed fairly through capital market instruments. On the other hand, operational market efficiency implied that if a
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market is operationally efficient, market participants can perform their financial transaction at a possible minimum cost.
According to the concept of informational market efficiency, if a market is informationally efficient, the market prices of
financial instruments are reflected all available information (Pilbeam, 2018). This study concerned with only informational
market efficiency and the phrase market efficiency is used as a proxy informationally efficiency through this paper.

The concept of the Efficient Market Hypothesis (EMH) depends on the random walk theory. In 1953, Maurice Kendall, a
professor of statistics at the London School of Economics published an article named “The Analysis of Economic Time Series”
in Journal of the Royal Statistical Society. He examined the weekly and monthly data for 22 economic series; 19 stock groups
for the period from 1928 to 1938, monthly average price of wheat in the Chicago commodity markets from 1883 to 1934,
monthly average price of wheat from 1983 to 1934 (excluding 1915 to 1920) and monthly spot cotton at New York commodity
markets from1816 to 1951 (excluding 1861-1866 and 1914-1920). The result of Kendall’s study confirmed that the series'
prices are following random changes from one term to the next (Kendall, 1953). Kendall’s empirical examinations commonly
named the "random walk theory" (Dimson & Mussavian, 1998).

The EMH commenced in the 1960s by the works of Fama (1965) and Samuelson (1965). Fama (1965) indicates that the prices
of stock markets follow a random walk and he defined efficient market as “a market where there are large numbers of
rational, profit-maximizers actively competing, with each trying to predict future market values of individual securities, and
where important current information is almost freely available to all participants.” Samuelson (1965) states that in the
reasonable market, price “perform a random walk with no predictable bias.” According to Kendall (1953), the prices of stocks
are shows unpredictable movement and there is no relationship between historical prices and future prices.

Initially, the stock market efficiency divided into a weak and strong form of efficiency by Harry Roberts and then Fama (1970)
categorized it into three forms such as the weak, semi-strong and strong form of market efficiency. Fama identified three
forms of information sets i.e. historical price information, publicly available information and unpublic information or insiders’
information. The historical price information is used to test the efficiency of the stock market in its weak form. Firm-specific
publicly available information (dividend announcement, merger and acquisition, earning announcement, new security issue
and stock split) and general macro publicly available information (interest rate, exchange rate, GDP, commodity prices,
inflation and money supply) are used to test the efficiency of stock market at the semi-strong form and insiders’ information
is used to test the strong form of efficiency.

Since in the 1970s several pieces of research conducted to identify the efficiency level of stock markets around the world.
Identifying the efficiency levels of the stock markets has a vital role for policymakers and investors (Cooray & Wickremasinghe,
2007). The efficiency of the stock markets can be tested at a micro-level using single stock prices or macro-level using stock
indexes. Researchers in economics and finance almost agreed on the efficiency of stock markets in developed countries at
the weak form of efficiency. On the contrary, there is no agreement on the efficiency of developing countries stock market
at the weak form of efficiency (Malkiel, 1989). Therefore, there is a need to test developing countries’ stock markets in the
weak form. In this regard, this paper aims to test the weak form efficiency of Borsa Istanbul using baking sector stocks.

2. THE GENESIS OF CAPITAL MARKET IN TURKEY

The origins of the structured capital market in Turkey dates back to the second half of the 19th century. During the Ottoman
Empire, the first capital market is known as” Dersaadet Securities Exchange” was established in 1866. After the foundation
of the Turkish Republic, a new law was issued to rearrange capital markets “istanbul Securities and Foreign Exchange Bourse”
was established in 1929 (Batten, Fetherston & Szilagyi, 2004).

In 1982, the “Capital Market Board” was established to form, amend and administer the Turkish security markets. The board
was responsible for providing reliable information to the public, creating a suitable environment for the operation of the
market, taking necessary action to expand the share market, doing audits and examinations. Consequently, the Board started
to prepare a suitable legal and institutional framework for Turkey’s capital market and on October 19, 1984, a new “Capital
Market Law" regarding the establishment capital market was decreed. The new stock market regulations enacted on
December 18, 1985 consists of the rules and regulations of the stock exchange. On December 26, 1985, Turkey’s new stock
exchange officially inaugurated with the new name of “Istanbul Stock Exchange” (Chambers, 2006).

Until 2013, the Istanbul Stock Exchange sustained its operations in the capital market as a state-owned entity and showed a
progressive in corresponding with the Turkish economy growth. In 2013, depending on the new “Capital Market Law”
enacted, the three separate exchanges such as Istanbul Stock Exchange (IMKB), Istanbul Gold Exchange (IGE) and Turkish
Derivatives Exchange (TurkDEx) merged as one entity known as Borsa istanbul (BIST). BIST became a profit-based joint-stock
company since in 2013 (Canbas & Dogukanli, 2017).
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Currently, BIST encompasses four different markets such as equity market (publicly traded corporations’ stocks from different
sectors are traded), debt securities market (organized market for both fixed income securities and repo-reverse repo dealings
are traded), derivatives market (single stock futures and options, index futures and options, currency futures and options,
precious metals, commodity and energy futures are traded) and precious metals and diamond Markets. (Borsa istanbul,
2019). BIST calculates several market indexes for investors based on capitalization, sustainability, liquidity, established cities,
technology, sector, corporate governance, dividend, initial public offering, etc. 354 stock indexes are calculating in BIST and
59 indexes out of 354 are calculated in real-time and the rest 259 are calculated once a session (Borsa istanbul, 2019).
According to the Public Disclosure Platform (PDP), there are 490companies listed in BIST.

Even several studies conducted to test the weak form efficiency of Borsa Istanbul; there is no consensus between researchers
on its efficiency at the weak form. Most of the studies tested BIST efficiency using stock indexes. This study is trying to assess
the efficiency of Borsa Istanbul using both indexes such as BIST 100 and BIST BANKS, and 6 banking sector individual stocks
included in the BIST 30 index. The finance sector is playing a significant role in Turkish economy development. This sector is
mainly dominated by the banking business. As stated by the Investment office of Turkey (2019), the banking business has a
70% share from the overall finance sector services. Furthermore, the banking sector also plays a substantial contribution to
the development of Borsa Istanbul and it has a significant share in terms of market value and trading volume. Due to the
above-mentioned reasons, the banking sector is selected to investigate the efficiency of Borsa Istanbul.

The rest of the paper is set out as follows: In the next section, we analyzed related literatures on the efficiency of Turkish
Stock market. In Section 4, we describe the method applied and the data used to test the efficiency of the Turkish stock
market. The empirical results are presented in Section 5. The summary and conclusions are presented in section 6.

3. LITERATURE REVIEW

Studies like Stengos& Panas (1992) and Khandoker, Siddik & Azam (2011), assessed the efficiency of banking sector stocks for
Athens Stock Exchange and Dhaka Stock Exchange respectively. This section devoted to reviewing empirical studies
conducted to assess the efficiency of Istanbul security exchange (Borsa Istanbul). Several studies were done to test the
efficiency of Borsa Istanbul using different methods which covered various study periods. These empirical studies reviewed
by chronological order as follows.

Alparslan (1989) tested the efficiency of the Istanbul Stock Exchange (ISE) using the weekly prices of 11 selected individual
stocks for the period covering from January 10, 1986 - October 28, 1988. To investigate the weak form of efficiency, he used
autocorrelation, runs test and filter test. The outcome of autocorrelation and runs tests indicated that ISE was efficient at the
weak form and based on filter tests result, ISE was not efficient at the weak form. Balaban (1995) investigated the efficiency
of Istanbul Security Exchange (ISE) at the weak and semi-strong form of efficiency using autoregression and autocorrelation
for a total 1,646 closing prices of istanbul Securities Exchange Composite Index (ISECI) covering a period from January 4, 1988,
to August 5, 1994. The finding indicates that the ISE was not efficient neither at the weak-form nor the semi-strong form
efficiency.

To test whether Istanbul Stock Exchange (ISE) is following the random walk hypothesis or not, Buguk & Brorsen (2003) did
research using 396 observations enclosed from 1992 to 1999 for ISE industrial, composite and financial indexes weekly closing
prices. They applied unit root testes (Augmented Dickey-Fuller test), GPH fractional integration test and variance ratio testes
(LOMAC single variance ratio test and Rank- and sign-based variance ratio tests). According to ADF unit root, LOMAC variance
ratio, and GPH fractional integration tests, the three indexes are following the random walk hypothesis and on the other hand
the rank- and sign-based variance ratio tests indicated that the selected indexes are not following the random walk
hypothesis.

Muslumov, Aras & Kurtulus (2003) studied the weak form of efficient market hypothesis in ISE using the widest study period
which covered from 1990 to 2002. They collected the weekly prices of ISE-100 index and individual stocks that included in
ISE-100 index. Generalized Auto-regressive Conditional Heteroscedastic (GARCH) method is employed to test efficiency. The
finding indicated that ISE-100 national index follows the weak form of efficient market hypothesis and 65% of the individual
stocks studied do not show the weak form of efficient market hypothesis while the remaining 35% does.

Kilig (2005) assessed the weak form of efficient market hypothesis for ISE National 100 index using Markov chain methodology
for the period covering from September 23, 1987, to October 2, 2004. His finding indicates that ISE does hold the weak form
of an efficient market hypothesis. Aga & Kocaman (2008) investigated the efficiency levels of ISE by calculating their own
index named “return index-20". They select the big 20 companies traded in ISE and calculated monthly return for the period
covered from January 1986-November 2005. They analyze the collected data using time series regression method. Their
finding indicated that ISE was efficient at the weak form of efficiency.
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Al-Jafari (2013) tested the randomness behaviour of ISE using XU 030 index daily prices from January 1997 to December 2011.
He employed unit root tests, runs tests and variance ratio test to assess the efficiency form of ISE. His finding indicated that
ISE does not efficient at the weak form of efficiency, means ISE does not follow the random walk hypothesis. Saymeh (2013)
empirically investigated the weak form of efficiency for Amman Stock Exchange, (ASE) and Istanbul Security exchange (ISE).
He collected historical price information for the period 2000-2011 and analyzed using Ljung Box Autocorrelation test, Runs
test, Dickey-Fuller Unit Root test, and Individual Variance Ratio test. The result from run and Autocorrelation tests indicated
that ISE does not follow the random walk hypothesis while Dickey-Fuller tests and Individual Variance Ratio tests show that
it follows the random walk hypothesis.

Kapusuzoglu (2013) did research to assess the efficiency of ISE using 3943 daily price observations of ISE National 100 index
for the period from 1996 t0 2012. He implemented unit root tests such as Augmented Dickey-Fuller (ADF) and Phillips-Perron
(PP) tests to investigate the efficiency of ISE. The finding shows that the ISE National 100 index did not follow the weak form
of an efficient market hypothesis. Daver, Karacaer & Hiilya (2013) examined the efficiency of Turkish Derivatives Exchange
(TurkDEX 100) and Borsa Istanbul (BIST 100 Index) daily return for the period from December 2, 2007, to August 2, 2013,
using serial correlation test, the runs test, and the variance ratio test. They conclude that ISE is efficient at the weak form of
efficiency.

Gozbasi, Kucukkaplan & Nazlioglu (2014) assessed the efficiency of Borsa Istanbul using the daily data for the Borsa Istanbul
composite index (BIST 100), industry index, financial index and services index for the period from July 1, 2002, to July 7, 2012.
The employed linearity test developed by Harvey et al. (2008 and the nonlinear Exponential Smooth Transition Autoregressive
(ESTAR) unit root test developed by Kruse (2011). They conclude that Turkey’s stock market is following the weak form of an
efficient market hypothesis. Yiicel, (2016) studied the efficiency of Borsa Istanbul by collecting the returns of 22 indexes for
the period from 2000 to 2015. The analyze is conducted using unit root tests such as Augmented Dickey-Fuller (ADF) and
Phillips-Perron (PP). The finding indicated that all 22 indexes examined in this study are efficient at the weak form of
efficiency. Bulut (2016) tested the weak form of the efficient market hypothesis for BIST 100 index by using the monthly
observations from January 2003 to September 2015. He employed Lee and Strazicich (2003) and Carrion-i-Silvestre et al.
(2009) unit root tests. The finding shows that BIS 100 index is efficient at the weak form in this study period.

Akgiin & Sahin (2017) investigated the weak-form of efficiency for BIST indexes such as BIST 100, BIST Industry, BIST Service
and BIST Financial index. They collected the daily closing prices of such indexes for the period between January 4, 2010-
November 2, 2017 and analyzed using unit root tests (Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkowski-
Phillips Schmidt-Shin (KPSS)) and structural broken unit root tests. The finding indicated that BIST is inefficient at the weak
form of efficiency. Tas & Atac (2019) investigated the randomness of Borsa Istanbul using Dickey-Fuller and Runs test for
separate two study periods. BIST30 index and companies included in BIST 30 index daily prices collected for a five-year period
from 2013 to 2018. And also, daily prices for indexes such as BIST30, BIST100 and BISTTUM are analyzed for the period from
2000 to 2018. The finding implies that the analyzed indexes are efficient at the weak form according to the Dickey-Fuller test
while they are not efficient according to the run test.

Aliyev (2019) tested the weak form efficiency of Borsa Istanbul using BIST 100 indexes weekly price covering the period from
2000 to 2014. To analyze the efficiency, Smooth transition autoregressive (STAR) type nonlinear model is employed.
According to Aliyev’s nonlinear analysis, BIST is inefficient at the weak form of efficiency.

To sum up, 16 studies conducted to test the weak form of efficient market hypothesis in Borsa Istanbul are reviewed. These
studies employed different analyzing methods, study periods and data. Some papers analyzed the efficiency based on
individual companies’ stock and some of the analyzed using stock indexes. About half of the papers reviewed concluded that
Borsa Istanbul is efficient at the weak form and the rest half concluded that BIST is not efficient at the weak form of efficiency.
There are also some different results in the same study used different models. Some models support the efficiency and some
do not support. The inferences we can take from the previous studies are there is not a common agreement on the efficiency
of BIST at the weak form and there is a need for more studies regarding the efficiency of BIST. In this regard, this study aims
to investigate the sectoral efficiency of BIST using the banking sector index and banking sector individual stocks.

4. DATA AND METHODOLOGY

As clearly illustrated in the introduction part of this paper, Fama (1970) identified three types of information sets to test the
efficiency of stock markets. Among these information sets, historical price information is used to test the market efficiency
at its weak form. Therefore, it is possible to test the weak form of efficiency using daily, weekly and monthly historical price
observations of the stock. According to the weak form of an efficient market hypothesis, if a market is efficient at the weak
form it is impossible to predict the future prices of securities. There should be no relationship between past prices and future
prices. Therefore, prices should be changed randomly. In other word, prices should follow the random walk hypothesis.
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There are different statistical methods to test the randomness of time series variables. These methods are classified into
parameter and none parameter tests. In most of the literature, parameter testes like unit root tests including Augmented
Dickey-Fuller (ADF), Phillips-Perron test (PP) and Kwiatkowski-Phillips Schmidt-Shin (KPSS) have been extensively employed
(Palachy,2019). On the other hand, nonparametric testes such as autocorrelation, run test and Markov chains test have been
used to test randomness (Dufour, Lepage, & Zeidan, 1982).

After reviewing studies conducted in the similar area of this study, autocorrelation, run test and unit root tests such as
Augmented Dickey-Fuller (ADF), Phillips-Perron test (PP) and Kwiatkowski-Phillips Schmidt-Shin (KPSS) selected to analyze the
randomness of Borsa Istanbul using 2 indexes and 6 banking sector individual stocks.

4.1. Autocorrelation

According to BusinessDictionary.com, Autocorrelation defined as “a situation in which a time series data is influenced by its
own historical values”. Tintner (1965) describes autocorrelation as “lag correlation of a given series with itself, lagged by a
number of time units”, where he used the term serial correlation to “lag correlation between two different series.

The autocorrelation of a series x at lag k is calculated as:

k2 (ee=%) (X —%)
AC, ===kt v %~ 1
K Sy Cee=%)? ()
Where: ACk is the autocorrelation coefficient of series at lag k and X is the sample mean of x. If AC; is nonzero, it indicated
that the sequences are serially correlated at first order. If an autocorrelation coefficient is outside the border calculated as
the approximate of two standard error, it is significantly different from zero at and it also significant at the 5% significance
level (Eviews.com, 2019).

4.2. The Runs Test

The runs test, it is also known as a Wald—Wolfowitz runs test is one of the popular nonparametric tests employed to detect a
nonrandom pattern in a time series data. For instance, in a time series that have two or more types of signs, a run is described
as a sequence of one or more similar signs which are followed and headed by separate signs. The run test depends on the
extent of similar runs (Wang, 2003). For significant samples, we should to calculate a z-score and using the normal distribution
table it is possible to find the critical value of z-scores. To calculate the Z-score of the run test for sizable samples, we can use
the following formulas:

xR =2alz 41 2)

ny+n,
Where XRthe mean value of runs is, n; is the number of records the first occasion happened, and n, is the amount of
records the second occasion happened;
Where Sy, is the standard deviation of runs;

_ R+h—xR
S

7 @)

Where z* is the z-score for a normal estimate of the data, R is the quantity of
runs, and h is the correction for continuity, 0.5,

Where;
h=+05if R< 2nny,/(ny +n, —1)+1 (4)
h=-05if R> (2nn,/(ny +n, —1)+1 (5)

To test the randomness of the sample stock price series, we can construct the hypothesis as follows:
Hy: The series of stock prices are changed randomly.
H;: The series of stock prices are not changed randomly.

Therefore, the decision rule is not rejecting the null hypothesis when the z-score (Z*) value is between -1.96 and +1.96 at
5% level of significance level (Corder, & Foreman, 2014).
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4.3. Unit Root Tests

In a unit root test, the null hypothesis can be stated as “a time series contains a unit root” whereas the alternative hypothesis
can be expressed as “a time series is stationary” (Harvey, 2005). The existence of a unit root in a time series indicates that a
series is non-stationery. One of the ordinary examples of none stationary is the random walk hypothesis (Nkoro & Uko, 2016).
Consequently, we can test the randomness of historical stock prices through unit root tests.

Unit root test is a common type of parametric tests used to test the stationarity or non-stationarity of a time series.
Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkowski-Phillips Schmidt-Shin (KPSS) tests are the most
frequently applied unit root tests (Arltova &Fedorova,2016).

The basic test for unit root is Augmented Dickey-Fuller (ADF). According to ADF, the null hypothesis is stated as a time series
are following the random walk. The ADF model can be statistically defined as follows (Sjo, 2008).

Axe = ag + B + Xy + X1 aihx_; + & (6)

Where; A represents first differences, & is the random error term which is normally distributed with a mean of zero and x;
is the log of the price,  is the autoregression parameter and k is the lagged values of Ax. Determining the number of lag is
very important. In this study, Akaike Information Criterion (AIC) is used to decide the number of lags. If Hy: = 0, the series
holds a unit root and hence it is non-stationary. We can say also the series is integrated at the first order | (1). If H;: <0, the
series does not have a unit root and it is called stationary. In this case, the series is integrated at | (0) (Arltova &Fedorova,
2016).

Phillips-Perron (PP) unit root test is a non-parametric adjustment to the basic Dickey-Fuller test. In the non-stationary test of
time series data produced through the serial correlated and heteroscedastic unsystematic element, it is repeatedly a problem
regarding the choice of lag k in the model. Phillips and Perron (1988) solved this problem by modifying the basic Dickey-Fuller
test as a non-parametric test without the addition of lagged variation terms (Virmani, 2004; Gujarati, 2009).

In contrary with ADF and PP tests, the complementary unit root model launched in 1992 by Kwiatkowski, Phillips, Schmidt
and Shin, and known as KPSS test. It assumes that the null hypothesis is the stationarity of the series and the alternative
hypothesis is the non-stationarity or the presence of unit root in the series (Syczewska, 2010).

4.4. The Sample and Data

To test the efficiency of BIST in banking sector, six bank stocks listed in BIST such as Ak Bank (AKBNK.IS), Turkey Garanti Bank
(GARAN.IS), Turkey Halk Bank (HALKB.IS), Turkey Is Bank (ISCTR.IS), Turkey Vakiflar Bank (VAKBN.IS) and Yapi & Kredi Bank
(YKBNK.IS) are selected. The main criterion to select individual banks is to be included in the BIST 30 index. The
aforementioned six banks are included in the BIST 30 index. In addition to individual banking sector stocks, BIST 100 and BIST
BANKS indexes are also selected.

After identifying the sample individual stocks and indexes, the next decision is regarding data source and study period. In this
regard, the weekly adjusted closing prices of selected stocks and indexes are collected from finance.yahoo.com and
investing.com. The study period covers from January 4,210 to December 20, 2019. Therefore, a total of 520 observations for
each stock and index is analyzed. The weekly observation for ISCTR is found starting from February 15, 2010, and a total of
514 weekly observations analyzed. Graphical description of the data series which selected to test the efficiency of BIST
banking sector efficiency is presented in figurel and figure 2 below.

Following studies such as Fama (1965); Solnik (1973); Praetz (1980); Cooper (1982); Parkinson (1984a) and Dickinson &
Muragu (1994), the collected weekly prices are converted into a natural logarithm. And then the difference between
consecutive log prices are calculated as follows:

Dy = LogP; — LogPr_, (7)

Where; D; is the difference in log prices from time t — 1 to time t and P, is an adjusted weekly closing prices of selected
stocks for the study. In place of using price changes, logarithm price changes are more appropriate to detect the randomness
of series. Normal price changes for a particular share is a function of an increasing trend of the share while using logs is more
neutralize from this effect. In the case of run test, there is no difference between the simple and log price changes due to run
test concerned with only to the sign of the change, not the amount (Panas, 1990).
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Figure 1: BIST 100 and BIST BANKS Indexes Historical Prices in Turkish Lira (TL)
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Figure 2: Selected Banks Historical Stock Prices in Turkish Lira (TL)
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5. EMPIRICAL RESULTS

In this section the descriptive properties of the series and selected analyzing methods such as autocorrelation, run test and

unit root test results are summarized.

5.1. Descriptive Statistics

One of the basic assumptions of the efficient market hypothesis is the randomness of the series, meaning that the series
should follow the random walk hypothesis. If a series is following a random walk, it should be normally distributed. The
descriptive statistics which shows the normality of the selected series is presented in table 1. The descriptive statistics which
summarized in table 1 indicated that the samples' data are not normally distributed. The p values of all series are less than
5%. This means the normal distribution of the null hypothesis is not accepted. If the series is exactly normally distributed, the
skewness and Kurtosis coefficient will be zero. In the case of this study, all 8 stock and index price change series’ skewness
and Kurtosis coefficients are different from zero. All series are negatively skewed. Normally distribution is one of the criteria
for the randomness of a series. From the perspective of these descriptive statistics, all series are inefficient.

Table 1: Descriptive Statistics of Weekly Log Index and Stock Price Changes

BIST_100  BIST_BANK

AKBANK HALKB ISCTR VKBAN YKBNK GARAN

0.0014

Mean 0.0005 00010  -0.0009 0.0012 0.0005 0.0003 0.0013
Median 0.0030 0.0037 0.0023 0.0000 0.0033 0.0023 0.0029 0.0030
Maximum 0.0834 0.1326 0.1263 0.1686 0.1804 0.1548 0.1551 0.1611
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-0.1437

Minimum -0.1845  -0.1814  -02197  -0.1618  -0.2098  -0.2225  -0.2147
std. Dev. 0.0310 0.0433 0.0463 0.0529 0.0442 0.0511 0.0475 0.0474
Skewness -0.6142 03230 -0.2936  -0.1330  -0.1969  -0.2851  -0.4481  -0.2605
Kurtosis 4.2852 4.1361 3.8705 3.7748 3.8363 4.2491 4.4483 4.4124
Probability 0.000 0.0000 0.0000 0.0007 0.0003 0.0000 0.0000 0.0000
Observations 520 520 520 520 514 520 520 520

5.2. Correlation between Selected Samples

The correlation coefficient between series shows whether the log price changes of selected stocks and indexes are move
together or not. In this context, the correlation coefficients between them are presented in Table 2. All individual bank stocks
are highly correlated with the BIST 100 and BIST BANKS indexes. All single bank stocks are also highly correlated with each
other. The minimum correlation coefficient of 0.742. Therefore, it is not recommended diversifying investment only in
banking sectors stocks. It also indicates most of the banks are affected similarly by the event happened in the markets.

Table 2: Correlation Matrix between the Sample Bank Stocks, BIST 100 and BIST 100 Indexes

BIST 100 BIST BANK AKBANK GARAN HALKB ISCTR VKBAN YKBNK

1.000
BIST 100
0.937 1.000
BIST BANK
0.854 0.932 1.000
AKBANK
0.870 0.953 0.860 1.000
GARAN
0.830 0.859 0.763 0.774 1.000
HALKB
0.833 0.884 0.788 0.821 0.742 1.000
ISCTR
0.860 0.900 0.803 0.833 0.812 0.811 1.000
VKBAN
YKBNK 0.851 0.883 0.783 0.826 0.752 0.818 0.831 1.000

5. 3. Autocorrelation Analysis

In this study, autocorrelation analysis used to identify the randomness of log price changes of selected indexes and stock
prices. For all samples, serial correlation is employed for lag 1 to 30. The autocorrelation coefficients for all samples with 30
lags are presented in table 3. The results also presented graphically for each sample from chart 1 to chart 8. The null
hypothesis of serial correlation states that there is no serial correlation between series.

The estimated two standard error boundaries calculated as +0.0439. As the observation of ISCTR is less than other samples,
the estimated standard error is estimated as £0.0441 if the autocorrelation coefficient is larger than two standard error sums,
the series is significantly non-zero and indicated the existence of serial correlation. The autocorrelation coefficient which
greater than two standard error are bolded in the table and colored red in the autocorrelation chart.

Out of 2 indexes and 6 individual stocks analyzed in this study, 2 indexes and 4 stocks have at least one significant
autocorrelation. In the case of BIST 100, lag 14 and lag 29 are significantly autocorrelated. BIST BANKS index has significant
autocorrelations at lag 1, 14 and 19. In the case of individual bank stocks such as AKBAK, GARAN, HALKB and ISCTR have at
least one autocorrelation. AKBAK and GARAN are significantly autocorrelated at lag 1 and lag 19. On the other hand, ISCTR
log first difference is autocorrelated at lag 14. In contrary, VAKBAN and YAKBNK do not have any significant serial correlations.
Depending on autocorrelation analysis, BIST banking sector is not efficient at the weak form of efficient level.
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Table 3: Results of Autocorrelation Test

lag BIST100  BIST BANK AKBANK  GARAN  HALKBN  ISCTR  VKBAN  YKBANK
1 -0.077 -0.112 -0.126 0176  -0.051 0.038 5048 -0.085
2 0052 0.042 -0.011 0055  -0.049 0070 5077  0.046
3 0030 -0.012 0.012 0.009  -0.003 0.061 5024  .0.008
4 -0.033 -0.018 -0.060 -0.038  -0.009 0042 5017  0.048
5 0022 0.041 0.034 0.054 -0.015 0053 (025 -0.026
6  -0.043 -0.060 -0.065 -0.078  0.012 0.021 5012 -0.054
7 0022 0.049 0.082 0027  -0.010 0037 9016  0.011
8  -0.046 -0.042 -0.085 0.000  -0.046 0003 5041 0.004
9 -0.050 -0.033 -0.008 -0.040  -0.023 0.050 5033 0055
10 -0.031 -0.039 -0.032 -0.041  -0.006 0.085 5064  -0.039
11 0.030 0.033 0.035 0.031 0.021 0061 5007  0.063
12 0.040 0.038 0.023 0028  0.059 0019 pps2 0013
13 -0.014 -0.033 -0.017 0043 -0.025 0013 5041  -0.007
14 -0.113 -0.092 -0.064 -0.063  -0.135 0100 5474 0062
15 -0.047 -0.049 -0.047 0058 -0.030 0043 5056 0017
16 -0.029 0.017 0.038 0.035 -0.010 0053 5056  -0.047
17 0.025 0.025 0.007 0014 0012 -0.004 9024  0.050
18 0.040 0.063 0.054 0.049 0.060 0025 0039 0041
19 -0.048 -0.093 -0.115 -0.090  -0.040 -0.087 5032 0037
20 0.007 0.017 0.002 0052  -0.046 0060  5oos  0.006
21 0.046 0.017 0.006 -0.007  0.021 0003 pooa 0032
22 0.064 0.077 0.061 0052  0.089 0066 0072 0071
23 0.050 0.035 0.022 0.032 0.016 0002 (032 -0.009
24 0.005 -0.035 -0.049 -0.039  -0.003 0009 5007  0.021
25 0,017 0.015 0.049 -0.009  0.004 0031 5018 0047
26 0.022 -0.001 -0.006 -0.002  0.069 0032 5007 0054
27 0.024 0.028 0.034 0.027  0.003 0026 5029  -0.021
28 0.054 0.019 0.002 0.035 0.006 0006 (013 -0.009
29 0.089 0.063 0.057 0050  0.055 0046 0045  0.069
30 -0.042 -0.034 -0.028 -0.029  -0.035 0.054 5027  0.001
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5.4. Analysis of Runs Tests

The run-tests are conducted for selected 8 series and, the result is presented in Table 4. To decide whether the samples'
series are following a random walk or not z-value and p-value is important. As stated previously in the methodology part, if
the z-value is between -1.96 and +1.96, the randomness of the null hypothesis is accepted at a 5% level of the significance
level. In this regard, only AKBANK and GARAN stocks log return series has a z-values more than the stated boundaries and
they are not following the random walk. According to this test, the rest 6 series does follow the random walk hypothesis.

On the other hand, p-value also used to decide the randomness of the series. If the p-value is less than 5% (P-value < a), we
can reject the null hypothesis of randomness. In this concern, the p-values of all series except AKBANK and GARAN are too
high and more than 5%. Depending on p-value coefficients, only AKBANK and GARAN does not follow the random walk
hypothesis.

In general, the run test results such as z- value and p-vale indicated that only two series out of eight does not follow the
random walk hypothesis. Depending on run tests, the sample series selected for this study representing the banking sector
of BIST does follow the random walk hypothesis except AKBANK and GARAN. Therefore, in light of the runs test, BIST banking
sector stock is efficient at the weak form of efficiency.

Table 4: Run Test Results for Weekly Log Returns of Sample Indexes and Stocks

BIST100 BIST BANKS AKBANK GARAN HALKB ISCTR VAKBN YKBNK
# of non-missing obs 520 520 520 520 520 514 520 520
# below mean 246 241 252 250 257 248 254 253
# on or above mean 274 279 268 270 263 266 266 267
# of runs 271 271 287 286 262 262 260 270
E(R) 260.246 259.612 260.754 260.615 260.965 257.685 260.862 260.812
Stdev(R) 11.358 11.330 11.380 11.374 11.389 11.311 11.385 11.382
z-value 0.947 1.005 2.306 2.232 0.091 0.382 -0.076 0.807
p-value (2-tailed) 0.344 0.315 0.021 0.026 0.928 0.703 0.940 0.420

5.5. The Unit Root Tests

Three types of unit root tests such as ADF, PP and KPSS tests are employed to assess the randomness of selected series. The
test equation that include the constant applied for all testes. The test conducted for all samples at the level | (0) and 1st
difference | (1). The three types of unit root test results are summarized in Table 5 below.

Table 5: Unit Root Tests Results

Samples ADF PP KPSS
I (0) I(1) I (0) I(1) I (0) (1)

BIST 100 -1.68 -24.58* -1.68 -24.58* 2.45%* 0.02
BIST BANKS -3.15%** -25.47%* -3.41%* -25.54* 0.18 0.03
AKBANK -2.71 -25.81* -2.81 -25.96* 1.50%* 0.03
GARAN -2.28 -27.18%* -2.44 -27.13%* 1.81* 0.03
HALKB -1.83 -23.98* -1.68 -24.09* 1.13%* 0.13
ISCTR -2.46 -15.17* -2.57 -23.48* 1.32* 0.03
VAKBNK -2.61 -15.26* -2.65 -23.66* 1.16* 0.03
YKBNK -3.23** -24.76* -3.26%* -24.72%* 0.16 0.04

Notes: Test equations that include a constant is employed in all cases.

. Decision criteria of critical value for the ADF and PP tests in case of constant test equation are: -3.44 (1%); -2.87 (5%) and -2.57
(10%).

. Decision criteria of critical value for the KPSS tests in case of constant test equation are: 0.74 (1%); 0.46 (5%) and 0.35 (10%).

[ *, ** represent significant at 1%, and 5%, respectively.

At level, ADF and PP test statistics for BIST BANKS and YKBNK have rejected the null hypothesis of a unit root (non-stationary)
at 5% significance level and accepted the null hypothesis for the other six samples. Therefore, except BIST BANKS and YKBNK,
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all samples have a unit root, meaning that they are non-stationery. Non-stationarity is one of the characteristics of the random
walk. Accordingly, it can be concluded that BIST 100, AKBNK, GARAN, HALKB, ISCTR and VAKBNK are efficient at the weak
form of efficiency at the level. This conclusion also supported by KPSS results.

At weekly difference, ADF and PP unit root test results rejected the null hypothesis of a unit root (non-stationary) at 1%
significance level. Therefore, there is no evidence for the efficiency of the 8 samples analyzed in this study. The inefficiency
of the series investigated by ADF and PP also supported by KPSS test results. In general, according to unit test results, BIST
100, BIST BANKS indexes and 6 individual bank stocks analyzed in this study are not efficient at the weak form of market
efficiency. The finding of this study is strength the conclusion of the latest study conducted by Tas & Atac (2019).

6. SUMMARY AND CONCLUSION

The aim of this study is assessing the efficiency of Borsa Istanbul banking sector stocks. To test the efficiency of BIST in banking
sector, six bank stocks listed in BIST such as Ak Bank (AKBNK.IS), Turkey Garanti Bank (GARAN.IS), Turkey Halk Bank (HALKB.IS),
Turkey Is Bank (ISCTR.IS), Turkey Vakiflar Bank (VAKBN.IS) and Yapi & Kredi Bank (YKBNK.IS) are selected. The main criteria to
select individual banks is to be included in the BIST 30 index. In addition to individual banking sector stocks, BIST 100 and BIST
BANKS indexes are also included.

To assess the weak form of BIST banking sector efficiency, the weekly adjusted closing prices of selected stocks and indexes
are collected from finance.yahoo.com and investing.com. The study period covers from January 4,210 to December 20, 2019.
Therefore, a total of 520 observations for each stock and index is analyzed. The weekly observation for ISCTR is found starting
from February 15, 2010, and a total of 514 weekly observations analyzed. The collected data is analyzed using autocorrelation,
run test and unit root tests such as Augmented Dickey-Fuller (ADF), Phillips-Perron test (PP) and Kwiatkowski-Phillips Schmidt-
Shin (KPSS).

The autocorrelation test results indicated that only VAKBAN and YAKBNK do not have any autocorrelation. Therefore,
depending on autocorrelation, they are efficient at the weak form of efficiency during the study period. On the other hand,
the runs test result showed that only AKBANK and GARAN does not follow the random walk hypothesis and the other six
samples are efficient at the weak form of efficiency. Finally, the unit root tests such as ADF, PP and KPSS results indicated
that all samples do not follow the random walk hypothesis and they are not efficient at the weak form of market efficiency.
BISTt 100 and BIST BANKS indexes are not efficient according to autocorrelation and unit root test results. Therefore, the
three types of tests employed in this study showed a distinctive result and it is difficult to give a general conclusion regarding
the efficiency of BIST Banking sector in the weak form. In light of these finding, technical analysts can beat the market by
analyzing the BIST banking sector stocks' historical prices.
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ABSTRACT

Purpose - This article aims to investigate the effect of energy consumption on economic growth in Tanzania. It is a quantitative investigation
that is structured by the time series data from the World Bank (WB) database which started from 1990 to 2019. The article uses variables of
Energy consumption (EC) and Economic growth (GDP). The variables are measured in GDP (Constant US$) and EC (MTOE).
Methodology — To obtain the significant estimated results, this study uses econometric tools for both theoretical and empirical analysis such
Augmented Dickey-Fuller (ADF) test for identifying stationary and nonstationary time series data, Engel and Granger test for determination
of the existence or absence of cointegration relationship, Vector Error Correction Model (VECM) for determining the speed of adjustment
(ECT) and Classical Granger-causality test for a causal relationship between economic growth and consumption.

Findings- The core findings from the study are; the cointegration relationship between Energy consumption (EC) and Economic growth (GDP),
a bidirectional causal relationship between energy consumption (EC) and Economic growth (GDP) in Tanzania. Therefore, the study accepts
the energy feedback hypothesis that revealed to exist both a long-run effect and short-run effect between the energy consumption and
economic growth in Tanzania.

Conclusion- The estimated results of this study provide the information to Tanzanian policymakers with a new dimensional approach to
Tanzanian economic growth through an increase in energy consumption use. Although Tanzanian government has a huge and long term
sustainable project of increasing energy power by adding 2115megawatts to Tanzanian national grid using the Stigler gorge or Julius Nyerere
Hydroelectric power at Rufiji River but also Tanzania should invest to the short energy projects consumptions that can facilitate and improve
the economic development of domestic hoods.

Keywords: Tanzania, GDP, EC, Engel and Granger test, Granger Causality test.
JEL Codes: B23, Q43, 055

1. INTRODUCTION

Energy sources are key elements or an engine of the country’s GDP. When efficiency energy sources are implemented well
and established within the country, it often contributes by improving the GDP of the country. EC and GDP have a direct
correlation. Sorely, increasing the rate of EC in the economic sectors like an agricultural sector in the case of cultivating cash
products using machines, transportations and the communication sector, investment, and trade sector contributes a
significant performance on the country’s GDP. The country which has better economic performance is associated with
advanced in science and technology which is related to effective investments in terms of public and private sectors. The
demand of energy consumptions within the state is almost high. More energy will be demanded to facilitate economic
activities. It is different from countries that perceive or consume less amount of energy per year definitely, they cannot
produce standard and good quality services from the industries that compete or meet international world market
requirements. Less distribution of energy consumption affects the housing hood, firms, and industries economically by
consuming a small amount of energy on economic activities. It makes it difficult for the domestic hood to achieve a good and
standard of their livelihood. Therefore EC has a direct significant contribution to the GDP of the country. Sorely energy
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consumption often depends on the availability of energy sources. Therefore, Tanzania has abundant energy sources that are
significant to the GDP of the country. The energy sources which are found in Tanzania are natural gas, biomass, geothermal,
brown coal, hydroelectric power, nuclear materials, and solar power energy through which its domestic consumptions are
very low (Napendael, 2004). Other energy sources are agriculture residual, solid factories waste, animal dang, and landfill
biogas. Natural gas reserves in the offshore of Songo-Songo are estimated to be at 783BCF (Besta, 2013), Mnazi Bay, the
natural gas has been discovered (Boma, 2013.15-19). Msimbati area has reserved of natural gas that it makes about 46TCF
to 55TCF. Natural gas has discovered in the year of 2009 and 2013. The area of natural gas is found in the southern part of
Tanzania in the region of Mtwara which has got a massive deposit of natural gas. Therefore it makes Tanzania to be accounted
among the country that has enough reservation of the natural gas in the world (Kamat, 2017.304-306). The other areas that
contain natural gas like Mkuranga, Kilwa North, and Nanyuki, generally the amount of natural gas that deposited in Tanzania
is about 27trillion (Kusekwa and M.A, 2013. 241). Table 1 indicates energy sources that are found in Tanzania concerning to
their regions and districts.

Table 1: Energy Sources in Tanzania

Energy Amount of Deposition Region District
Source
Natural gas 30bcf [IEA,2013] Lindi Songwe-Songwe Island
817bscf [RPS, Energy Canada] Mtwara Mnazi Bay
Natural gas 30bcf [IEA,2013] Lindi Songo- Songo Island
817bscf [RPS, Energy Canada] Mtwara Mnazi Bay
Pwani Mkuranga (Madimba)
Lindi North Kilwa
Ruvuma Ntorya
46Tcf to 55Tcf  [TPDC] Mtwara Msimbati
Coal 9.1bt extra per capital year [TMAA] | Mbeya Kiwira
Ruvuma Ngaka
Geothermal Arusha Lake Natron
Lake Manyara
Kilimanjaro Lake Natron
Lake Manyara
Meru province
Rungwe
Rukwa,
Morogoro,Dododma,
Singida, Rufiji and
Shinyanga
Uranium The northern part of Tarosero volcano-sedimentary rocks
Tanzania of Chimala
The Central part of Manyoni, Bahi, Mbuga, Makotopola
Tanzania and Lake Hombolo
The southern part of Namtumbu {Mtakuja and Madaba}
Tanzania
IEA International Energy Agency
TPDC Tanzania Petroleum Development Cooperation
TMAA Tanzania Minerals Audit Agent
tcf Trillion cubic feet
bcf Billion cubic feet
RPS, Canada | Rural Planning Services energy company in Canada
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The main focuses of this study to explore the relationship between EC and the GDP of Tanzania. Therefore the study intends
to address the following questions; the presence of the cointegration effect between EC and GDP in Tanzania, what kind of
causal relationship is found between the EC and GDP, does it, a unidirectional or bidirectional relationship between EC and
GDP. To support these equations this study cements the following hypothesis; EC depends on GDP energy in Tanzania
(conversation hypothesis), EC affects GDP in Tanzania (economic growth), GDP and EC depend on each other (feedback
relationship, and the last assumption. There is a neutral relationship between GDP and EC in Tanzania (Neutral relationship)
(Ocal and Aslan,2013.495). The study contributes by adding knowledge about issues the EC and GDP in the academic world.

The study uses quantitative methods to examine a specific case study and made use of empirical research methods. More
emphasis has been laid on secondary sources of data from the World Bank database. The study applies the ADF test, Engel-
Granger test, VECM, Granger Causality test, and Post estimations test for data analysis. The policymakers will develop energy
and economic policies that will contribute a significant effect on the GDP of Tanzania. Furthermore, it adds a new dimension
in the literature review especially in the field of EC and GDP in Tanzania. The study spans from 1990 to 2019. Therefore the
justifications of the topic have drawn great attention from many thoughts of scholars in the economic field, especially in EC
and GDP, the pioneer Kraft was the emphasis the investigation of EC and GDP economic (Kraft, 1978). The organization of the
study is constructed as follows; the next sections are reviews of the literature, analysis of data, methodology, estimated
results, literature, and conclusion.

2. LITERATURE REVIEW

Different Thoughts of schools discuss the effect of EC and GDP, how the causal relationship among the variables behave. They
come with the conclusion that the causal relationship among the variables is not constant. The relationship between EC and
GDP depends on the different factors that include economic factors, technological factors, demographic factors, and
empirical methodological factors. Thus to determine the connection between EC and GDP is found to be non-consensus. The
Kraft contributed a lot to EC and GDP (Kraft, 1987). Kraft found unidirectional moves from the GDP to EC. In the U.S uses the
bivariate model through the study of Kraft no causal relationship between EC and GDP (Kraft, 1987). The Kraft contributed a
lot to the determination of the causal relationship between EC and GDP. Kraft found unidirectional moves from the GDP to
EC (Kraft, 1987). Also, Kraft investigated the causal relationship between EC and GDP in the U.S. He investigated by applying
the bivariate model through the study of Kraft, and he found no causal relationship between EC and GDP (Kraft, 1987). Liu
(2017) on his study, related energy consumption, and economic growth argued that higher an increase of EC leads to a higher
GDP (Liu and Zhang. 2015, p.401).

The research revealed a bidirectional relationship between EC and GDP. Odhiambo (2008) conducted his research related to
EC and GDP in Tanzania. He used three variables identified as EC, GDP. and Electricity. The study applied an ARDL bound test
for finding the cointegration. The empirical analysis from this study found that there is cointegration effect between EC and
GDP. The results show that there is a unidirectional causal relationship that moves from EC to GDP. Seemingly there is a
causal connection that flows from Electricity to GDP (Odhiambo, 2009). Nyoni (2013) investigates the relationship between
EC and GDP in Tanzania. He applied the cobb-Douglass production function that includes EC, capital investment, and labor.
The study finds the unidirectional causal relationship which is running from the GDP to EC (Nyoni, 2013). Vinay (2017)
conducted his research identified as the powering of the nation. From his study included natural gas and GDP. Vinay argued
Tanzania can use natural gas protection to employ Tanzanian. Sorely the GDP of the country will be improved by reducing the
unemployment rate and to increase the employment gap to the communities (Kamat.2017). Another study was conducted
by Campo and Sarmiento (2013) in Latin America. The study examines the relationship between EC and GDP of 10 Latin
American states. The study applied Pedroni’s test for cointegration and the outcomes from the study show the bidirectional
causal relationship between EC and GDP, and long-relationship between EC and GDP was found (Campo and Sarmiento,
2013).

Not all the studies show the positive correlation between EC and GDP, there some studies that show a negative relationship
between EC and GDP. For instance, the study conducted by Ageel and Mohammed (2001) related to EC and GDP in Pakistan.
The study applied technic of cointegration and Hsiao version of the Granger causality test. In this study, the findings show
that EC leads to petroleum consumption and no causal relationship between Petroleum consumption towards GDP (Ageel
and Mohammed, 2001). Makala (2019) investigates the impact of natural gas on GDP in Tanzania. He applied the ARDL test
and Granger causality test to examine the causal relationship between natural gas and GDP. Makala argued that there is no
cointegration effect between natural gas and GDP in Tanzania. The analysis revealed that there is no long-run relationship
between natural gas and GDP in Tanzania (Makala and Zongmin, 2019).

According to Sankaran (2019) investigates the effect of electricity consumption for industrial countries. Sankaran used ARDL
bound test and Toda-Yamamoto. The study revealed that electricity consumption has a significant contribution to industrial
countries. Therefore electricity distribution to the industries leads to the enhancement of technological productions in the
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industries (Sankaran and Das, 2019). The following table represents different studies with different results as the literature
reviews that demonstrate the study of EC and GDP are non-consensus.

Table 2: Energy Consumption and Economic Growth Studies

Single country of Non-SSA research for EC and GDP

Authors Countries Methodologies Limitation Results Hypothesis

Lee (2008) Taiwan Tar {1955,2003} EC leads to GDP Growth

Warr (2000) US.A Engel — Granger {1946, 2000} EC leads to GDP Growth

Lotfalimpour | Iran Today Yaamoto {1967,2007} GDP leads to Petrol | conservation

(2007)

Pao and Tsai | Russia Engel-Granger {1990,2007} GDP leads to EC feedback

(2011)

Fallahi US.A Markov- Var {1960-2005} GDP & EC feedback

(2011)

Zhang (2011) | China oLs {1985 - 2007} EC <>GDP feedback

Lai (2011) Macao saar Engel Granger {1999,2008} GDP leads Electric conservation

Behi (2008) Portugal Johansen {1980,2008] GDP lead to Oil feedback

Cointegration

Sub-Saharan Africa researches for energy and economic growth

Jumbe Malawi Engle Granger {1970,1990} GDP & Electric feedback

(1999)

Akinlo Nigeria Johansen-Juselin {1980,2006} Elecricity - GDP Growth

(2009)

Odhimbo Tanzania ARDL bounds test {1971,2006} Electricity > GDP Growth

(2009)

Odhimba S.Africa Johansen-Juseli 1971 - 2006 GDP &> Electricity Feedback

(2006)

Ouedraogo Bukin-Faso ARDL bounds test 1968 - 2003 GDP < Electricity Feedback

(2013)

Multiple countries study Non-Sub

Jinke (2005) China Engel Granger {1980,2005} GDP leads to coal conservation
India GDP # coal Neutral
Japan GDP - Coal conservation
S. Korea GDP # coal Neutral
S.Africa GDP # coal Neutral

Sub-Saharan African studies

Ebohon Tanzania Granger causality 1960 - 1984 GDP <EC Feedback

(1981)

Murray Kenya Granger causality 1970 - 1990 GDP-> Electricity Conservation

(1990)
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Chontanaw Congo Rep Johansen-Juselius 1971- 2000 EC - GDP Growth
(2000)
Odhiambo S. Africa ARDL bounds te 1972 - 2006 EC - GDP Growth
(2006)
Sub Saharan Africa studies
Ozturk (2005 | LMI Pedroni and VECM 1971 - 2005 GDP -EC Conservation
)
LMI Pedroni and VECM 1971 - 2005 GDP<> EC Feedback
Eggoh (2011) | 21 African Pedroni and PMG 1970 - 2006 GDP & EC Feedback
countries
Al-mulali 30 SSA Pedroni and VECM 1980 - 2008 GDP & EC Feedback
(2009)

Note Vector Error Correction Model (VECM), Auto-Regressive Model (VAR), Auto-Regressive Distributed Lag (ARDL),
Environment Kuznets curve (EKE), Energy Consumption(EC), Economic growth (GDP), Emission of carbon dioxide gas (CO,).

The thoughts of scholars demonstrate that the relation between EC and GDP in not constant. Mostly the relationship depends
on the demographic conditions, technological invention, kind of methodology that has been applied during the econometrical
analyzing the results. On top of that, the level of the country’s income is determining the fact of the relationship between the
GDP and EC in the country. For instance, the industrial countries the rate of its EC is different in terms of its consumption
compared to the nonindustrial countries.

3. DATA AND METHODOLOGY

Annual data of Energy consumption (EC) measured in Millions Tone equivalent (MTOE) and Economic growth (GDP) measured
in 2010 USS are obtained from WDI and UNCTD from the year 1990 to 2019. This study is based on a quantitative methodology
in which all statistical calculations and estimations are presented. Consequently, this section focuses on theoretical and
empirical analysis. It is started with theoretical analysis and ends with empirical analysis. This study uses an econometric
model to analyze the estimated results. The econometric tools which are used in this study are ADF, Engel-Granger test,
VECM, and Granger causality. The econometric tools have been used to specify, contrast, and compare the indicated results
from the hypothesis theories, after being tested.

Unit root test; if the variable is discovered to be nonstationary, then it should be converted from nonstationary to stationary
by taking the differentiation. The process of differentiation converts the variable from Nonstationary series to Stationary is
called the order of integration and is presented by I (d) (Charemza and Deadman, 1997).

Augmented Dicky and Fuller test is a statistical test that has been proposed by Sargan and Bhargava 1983 (Harris, 1992.p.401-
402). The ADF has been used to identify stationary or nonstationary of GDP and EC variables (Giovannetti, 1987.p.494). By
using the ADF test all variables must integrate at the same order (Saboori, 2013.p.402). Therefore, the variables should be
integrated at the same order, the process can be continued up to seconder order I(2) if and only the stationary conditions
are not found to be at the first level (Giovannetti,1987.p.494). Mathematically the ADF can be represented as follows:-

DXy = BXeo1 + XPOiXu+ & (1)

Where p represents the maximum value of the lag length, and €, stands for the error term. There are different types of lag
length. However, in this research, the selected lags are AIC and SBC lags. The criteria of choosing these lag lengths are based
on their properties of accepting the small number of data size, and in most cases, the lags are used by OLS and ECM (lbrahim,
1999.p.220 - p.222). Ibrahim, M. (1999). The chosen lag AIC and SBC have developed a model selection criterion, especially
for likelihood estimation and maximization techniques. It minimizes the natural logarithmic of residual of adjusted squares
for sample size “ n “ and “k” represents parameters (Maysami and Koh,2000.p.84). Akaike Information Criterion lags can be
represented as follows
AIC = nIn (sum of the residual square) + 2k

where “n” represents sample size and “k” represent parameters and SBC lag, it minimizes the natural

SBC = nin (Residual sum of squares) + kin (n)
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The AIC and SBC are models that are created just for maximization likelihood estimation techniques.

The ECM is built to represent the information lost in the difference. It is used to determine cointegration. In this analysis, two
variables have been imported, which are GDP and EC, mathematically will be presented as follows;-

AGDP= ay +04; ECTe_y | +X0o0 ' dyj AGDP_j+ XF_'0;AEC,; + €1 ()
AEC; = oy + 031 ECTy_; + z}’;fq;zj AGDP,_; + z}’;feszEct_i +Egt (3)

Equations 2 and 2 represent the ECM with ECT. The equations are used to determine the cointegration. The ECT at the
equations is used to measure cointegration and coefficients parameters indicate the short-run. The probability of ECT for
both EC and GDP should be significant and lower than 5%. Negative Signe represents a convergence of economic trends. The
negative sign (-) indicates the presence of the cointegration. Generally, ECT intends to measure the speed of EC to return to
the normal equilibrium after diverging from the normal trend.

The ECT can be represented as follow;
ECT;_1= GDPi_y + (0tz1/011)EC—1 ) (4)
ECT; 1= EC 1 + (aq1/031)GDP 4 ) (5)
The ECT is also representing the Error of correction or speed of adjustment of research (Ang, 2007, p.475).

The ECM is an efficiency to minimize or to prevent carrying some errors from one step to another during the analysis phase.
The ECM estimates the long-term effects and analyzes the short-term adjustment process within the same model (Maysami,
2000,p.83; Bhashkara, 2007, p.17). The ECM occupies two or more variables; since the economic model of this research
contains two variables, therefore, ECM is justified to be suitable for this study. The most advantage of ECM has a smooth and
straightforward interpretation for determining the long-run term and short return term equations.

Error Correction Model is built up if and only if the GDP and EC are cointegrated. The cointegration between the GDP and EC
indicates the long-run effect. ECM contains lag length, represented by letter p. Thus the lag lengths in the equation model
are composed by (p-1) for GDP and EC where p stands for lags in ECM. The theoretical approach is based on testing EC and
GDP using the Granger causality test (Granger, 1969, p.200). In addition to that, Engel Granger (1987) makes a significant
contribution to the co-integration technique towards testing of EC and GDP. The presence of the cointegration process leads
to the finding of error correction technic (ECT), which is based on the adjustment of disequilibrium of the speed of the long-
run effect between GDP and EC. General equations of ECM together ECT and their lags are represented as follows;

AYi=31; 03AY i+ Tiy BrilXe i +2i=q 81iECTe 1+ Uy (6)
AX=YE 1 05iAY, i+ DLy B2idXe—i +XI=y 82iECT, 1+ Upt (7)

From the two equations coefficients of B and & stands for explanatory of AY, AX, and ECT respectively, letter k, n represents
the maximum numbers of the explanatory variables, and ‘r’ represents the number of co-integration equation. For
determination of the causal relationship between the dependent variables of AY and AX, the parameters of 3;; for AX_q ,
AY, and parameters of 0,; for AY,_; both respectively cannot be equal to zero. When the coefficients become equal to zero,
means the related independent variable also becomes equal to zero. Therefore the causal relationship between the two
variables cannot be found. This is the reason why these coefficients are not equal to zero.

Equation 6 and 7 represent the change of the dependant variables which is equal to Y AX; and YAY, represent the change of
the sum of the explanatory variables, coefficients, ECT, white noises, and with their respective number of lags (Kar and
Pentecost, 2000, p.9). The equations above are VECM which is acting as the source of the causation between GDP and EC.
The test of the joint aggregate sum of the number of lags of every regress using Wald test, the second test is associated with
lagged ECT statistic and the third, the test of joint used to sum of the regress variable and ECT’s lagged statistic, this test is
recognized as the strong propensity test (Charemenza and Deadman, 1997). For more clarification of this test, we can have
an example if the null hypothesis of EC which states that GDP does not cause granger relation is ignored if 31; is significantly
different from zero, the same analysis if the null hypothesis is not obeyed if 8,; is significant or ,; and &,; are jointly
significant apart of zero (Kar and Pentecost, 2000. p.10).

4. ESTIMATED RESULTS

This section represents an empirical analysis that represents the findings obtained through the econometric technique, as
highlighted from the methodology section. It started by checking the ADF test then followed other econometric tools. The
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estimations are determined once the causal co-integration is found. After determining the co-integration, the stability test
using the CUSUM and CUSUMSQ, correlogram Q test, correlogram, and AR test are used to determine the stability of
parameters. To archive the best efficiency of the analysis, the stationary test should be included to monitor the stationarity
of the data. Therefore the following part describes the stationarity of the time-series data.

Estimated results; ADF test defines the existence of stationary data from the time series. The stationarity of the data is
related to the order of integration, therefore ADF indicates the order of integration during the empirical analysis. The essence
of stationary data is to help the analysis phase to be free from the problem of spurious regression. The problem of spurious
might happen if the dependent variable shows uncorrelated series with independent variables and the relationship between
them is significant but the two variables are not correlated. The research uses a standard ADF test for stationary (Liew,
2004,p.314). The table below is the ADF table that computed using the time series data from 1990 to 2019, which contain
variables of the model obtained at the level and I(1).

Table 3: Augmented Dicky—Fuller (Constant and Trend)

Var At level | (0) First difference (1)
t-stat Prob** t-stat Prob**

GDP -1.766273 0.6938 -3.747286 (0.0361)*

EC -2.038669 0.5558 -4,741599 (0.0042)***

Note, that *, **, *** represent the 10%, 5%, 1% level respectively

From the ADF indicates that the Critical value at 5 percent and 1 percent are 0.036, and 0.0042 respectively. The ADF indicates
that the GDP and EC are integrating at I(1). Then, the analysis can proceed with estimating an OLS regression of GDP and EC
by subjecting the residuals to a stationary test, and if the residuals are stationary, then EC and GDP integrating. Below are
OLS estimation results.

Table 4: Residuals of GDP

Independent var coefficient Std error t-statistic Prob
C 542.8538 936.3458 0.579758 0.5669
EC (MTOE) 8.064446 0.275644 29.25671 0.0000

Table 5: Residuals of EC

Variable coefficient Std error t-statistic Prob
C 21.09089 114.9566 0.183468 0.8558
GDP(constant 2010 USS) 0.120209 0.004109 29.25671 0.0000

Tables 4 and 5 both indicate the simple regression models in which GDP stands for the dependent variable for 4 EC is an
independent variable, while 5 EC is dependent and GDP is independent variables. The letter C for both tables stands for the
constant of the regression equations. The regression equations show that there are positive correlations between variables.
The coefficients of EC and GDP are significant because their probabilities are less than 5%. Therefore, both coefficients have
a positive correlation to their dependent variables. In table 4, the coefficient estimate of EC is 8.06, meaning that the one-
unit increase in EC leads to an 8.06 change of economic growth. Also, in table 5, the coefficient estimate of GDP is 0.12,
meaning that the one-unit increase in GDP leads to 0.12 changes in EC. The aim of estimating regression equations is to obtain
the rapport of EC and GDP simultaneously finding residual equations which are used in finding the co-integration between
the GDP and EC. The next step is to find the ADF test for the residual values.

Table 6: Augmented Dickey-Fuller (ADF) Residuals at | (0)

GDP is the dependant variable
Null hypothesis: U is nonstationary t-statistic Prob*
ADF statistic -3.6 0.053
Critical t-stat values: 1% -4.34

5% -3.79

10% -3.23
R-squared 0.708615
Durbin-Watson stat 1.833156
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Table 7: Augmented Dickey-Fuller (ADF) Residual I (0)

EC is the dependant variable
Null hypothesis: U nonstationary t-statistic Prob*
ADF-stat -3.517359 0.0525
Test for t-critical: 1% -4.33

5% -3.59

10% -3.22
R-sqr 0.709
D.Watson stat 1.833

Tables 6 and 7 both indicate ADF t-stat values, which 3.558900 and 3.517359 respectively, are greater than the Engel and
Granger, which is 3.28 ADF of critical test statistics at 5% which are significant for both levels respectively. This suggests the
hypothesis of no cointegration is ignored, and analysis indicates that the presence of cointegration for both table 6 and table
7. It concludes that GDP and EC, EC and GDP are cointegrating and long-run is present Furthermore, when Durbin-Watson
and R-square are compared, the Durbin-Watson statistic is greater than R-square indicates that the system model of the data
is free from the sporous problem.

Table 8: Error Correction Technique (ECT) of AGDP

Independent variables Coefficient Std error t-statistic Prob

C 1136.101 361.0291 3.146840 0.0042
A(EC) 2.345391 1.000718 2.343709 0.0273
ECT -0.360502 0.120008 -3.003977 0.0060

Note: ECT represents the Error Correction technique/speed of adjustment, AEC represents the first difference of energy consumption
variable, C represents a constant value

Table 9: Error Correction Technique (ECT) of A EC

Independent variables Coefficient Std error t-statistic Prob

C 48.93487 77.70457 0.629755 0.5346
A(GDP) 0.080674 0.0333744 2.390780 0.0247
ECT -0.444319 0.191948 2.314791 0.0291

Note: ECT represents Error Correction Technique/ speed of adjustment, AGDP represents the first difference of economic growth variable
and C represent the constant value

Tables 8 and 9 both report the estimated ECM results of both AGDP and AEC models. From empirical analysis shows that the
ECT is negative and significant, this indicates that the GDP and EC convergent to equilibrium. For instance, Table 8
demonstrates ECT is -0.360502, suggesting that the AGDP model adjusts itself to equilibrium by 36.05% annually. The ECT is
significant at a 1% level, while table 9 shows that ECT is -0.444319 suggesting that the AEC model adjusts itself to equilibrium
by 44.43% annually. Again, the negative of ECT indicate the cointegration of GDP and EC in this model. The coefficient of
AGDP as 0.080674 represents the short-run effect is significant at 5% because its probability value is 0.024, which is less than
5% at a significant level. The coefficients of the short-run have the following meaning economically; first, the EC attained in
Tanzania is the most significant short-run determinant value in the GDP of Tanzania. The significant effect of EC on GDP
indicates that the appropriate EC was being used in the growth of Tanzanian’s economy. Second, the GDP attained in Tanzania
is the most significant short-run determinant value in the EC of Tanzania. Third, the significant positive effect of EC on GDP
indicates that the appropriate EC was being used in the growth of the Tanzanian economy to the same case to the significance
of GDP on EC indicates that the appropriate GDP was being applied to the EC of Tanzanian. The analysis shows that EC and
GDP are depending on each other. Therefore However Tanzania government is engorging to the massive long-run projects
for energy productions like Stigler’s Gorge Hydropower Project. Natural gas also should have short plan strategies for energy
productions. It seems that there are significant contributions to the short-run effects of EC on the GDP of Tanzania.
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Table 10: Cointegration Equation

Independent Variables Coefficient Std error t-stat
EC 7.937856 0.50707 15.6544
C 12.528

The table above indicates the cointegration equation, which indicates a significant correlation between EC and GDP in
Tanzania.

Table 11: Vector Error Correction Model (VECM)

ECT Coefficient Std error t-stat Prob
ECT of GDP -0.343417 0.17987 -1.91429 0.0060

The two tables show VECM and ECT as the adjustment speed of GDP per year. The analysis indicates that the ECT of GDP is
34.34. The negative sign has a significant meaning. It represents the cointegration, sorely long run has been shown among
the EC and GDP.

Table 12: Causal Relationship between GDP and EC (using Wald test)

Dep Var Wald-test t-stat

YAGDP YAEC ECM_4
AGDP X?(1) =7.614 (0.0058)*** -4.628905 (0.001)***
AEC X?(1)=4.538443 (0.0331)** -0.776405 (0.0462)**

Table 13: Joint Sources of Causation Using Wald test

Wald Test
(SAEC,ECM_,) X?(2)=25.39298 (0.0)*
(SAGDP,ECM_,) X?2(2)=5.184489 (0.0749)**

EC represents Energy consumption

GDP represents Economic growth

ECM represents Error Correction Model

(-1) represents the number of lag

A represents the first difference

Y sum of coefficients with respective lags

* k¥ *x* represent significant level 0.1, 0.05, 0.01
respectively

8. () p-value

NoukwNR

The sources of causation from the table 12 with three estimations can be explained as follows;- the first case is a test of the
joint which is aggregated together with a lag of independent variable, in turn, using a Waldy?2. It is observed that in table 12,
the AGDP dependant variable and YAEC independent factor. Independent YAEC concerning its lag is tested and shows that
the YAEC is significant at 5%.In the same case, when the AE dependent variable and YAGDP independent variable, concerning
its lag, is tested, it shows that the YAGDP is significant at 5%. The second case is the t-statistic test on the lagged ECM and
the value of AGDP as the dependent. Shows the AGDP is significant, and the ECM of AEC is significant at 5%. The last in table
8.1 is about the joint test between the sum of the variables with their lags with ECM shows that the (YAEC, ECM_;) and
(SAGDP, ECM_;) both are significant. Table 12 indicates the causation source from the analysis is ECT of tour cases (between
AGDP and AGDP, AEC, and AGDP) and shows the ECT is significant at a different level of 5% and 10%. Not only ECT is acting
as the source of the causation, but there some other sources of causation such as the statistical significance of the explanatory
variables. Table 13 indicates the causal relationship between GDP and EC by corresponding to the ECT. Empirical analysis
shows connections that move from EC to GDP, meaning that the EC depends on GDP to the same case the causality states
run from GDP to EC. The analysis shows the bidirectional causal relationship between EC and GDP in Tanzania.
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Table 14: Summary of the Sausal Relationship between EC and GDP

Energy consumption leads to Economic

AEC to AGDP
growth

AGDP to AEC Economlc.growth leads to energy
consumption

Note: EC represents Energy consumption and GDP represents Economic growth.
Table 14 indicates the bidirectional relationship between the variables.

Figure 1: Impulse Response of GDP and EC
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Overall, the impulse responses summarized in Figures 1 for GDP to England EC to GDP as follows. The two graphs appear to
be generally growing with expected positive trends. Expect in the case of the EC graph declines from a period of one to two,

and then it starts to grow positively.

4.1. Post Estimation Results

The post-estimation test of this research focused on the efficiency, significance, and desirability of the model. The test
includes - Heteroscedasticity test, serial correlation test, Normal distribution test, and stability of the model. The

Heteroscedasticity is being the first to be analyzed.

Table 15: The Heteroscedasticity Test

Null hypothesis: Model has heteroscedasticity
F-stat 0.806809

Ob*Rsqr 2.6

Prob** 0.54
Prob* Chisqr 0.52

The analysis above using the Breusch-Pagan-Godfrey testing type, for Heteroscedasticity indicate that the Prob. Chi-Square
(3) is 64.76, which greater than 5%, indicates that we can ignore the Null hypothesis and results show that the system model
does not suffer from the heteroscedasticity problem. Therefore the system is desirable for giving the estimation.

Table 16: The Serial Correlation

Null hypothesis: Model has the serial correlation

F-stat 0.545017 Prob** 0.66

0.56

Obs*R-sqr 2.081800 Prob** Chi sqr

Analysis from Serial correlation indicating that Prob. Chi-Square (3) is 55.56, which is more than 5% indicates we cannot ignore
the Null hypothesis. Therefore, the system of data analysis cannot be affected by the serial correlation problem. Therefore,

the data can be used for estimation.
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Figure 2: Histogram of Normality Test
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The analysis from the Histogram Normal distribution above indicates that the Jarque-Beara is 27.42349% which is greater
than 5%. The analyses represent the normal distribution of the system data.

Figure 3: System Stability

Looking at the graph above, we can deduce that the graph of the CUSUM lies within the interval of a 5% significance level
indicate the model is stable. If a trend is found within the boundaries, meaning that does not cross the boundaries indicates
that the system model is stable. There is no effect of break structure effects within the data system.

Figure 4: The AR Unit Root Test
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The AR unit root contains the dotted particles which are deposited inside the cycle. The definition of this analysis is that the
system model significant. If and only if these particles are found outside the cycle means that the analysis is not significant.

5. CONCLUSION

The article investigates the impact of energy consumption on economic growth in Tanzania. The article applies two variables
which are identified as Economic growth and Energy consumption from the WB database which spans from the year of 1990
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to 2019. To obtain the estimated results the study employs ADF, PP, Engle and Granger, VECM, and Granger causality test.
The study finds that Economic growth and Energy consumption are integrated at the same order which is | (1). The study
finds the cointegration between Economic growth and Energy consumption. The existence of cointegration meaning that
there is the long-run and short-run relationship between Energy consumption and Economic growth in Tanzania. The study
revealed the bidirectional causal relationship which runs from the Economic growth to Energy consumption and from Energy
consumption to Economic growth. Therefore, the study justifies the feedback hypothesis relationship. The study revealed
that Energy consumption has a significant contribution to the Economic growth of Tanzania and the Economic growth of
Tanzania depends on Energy consumption. Therefore although Tanzania has a different long project for energy investment,
it should focus on short runs projects. Because the empirical analysis shows that there are effects of energy consumption for
both the short-run and long-run effects.
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ABSTRACT

Purpose — The purpose of this study is to investigate the possible relation between political stability and economic growth in Turkey and
Central Asian Turkic Republics namely, Azerbaijan, Kazakhstan, Kyrgyzstan, Uzbekistan, Tajikistan and Turkmenistan. By doing so, we will be
able to conclude the effect of political stability on transition economies such as Turkic countries.

Methodology — We employ panel data analysis methods which take cross section dependency into account. In this regard, we employ cross
section dependency test and unit root tests. In the second step, we use panel unit root co-integration test. At the end we employ panel VAR
causality and Kése and Emirmahmutoglu Panel causality tests.

Findings- Results imply that there is a uni-directional causality running from gross domestic product per capita to political stability. In country
based analysis, it is seen that the causation linkage running from political stability to economic growth occurs in only Azerbaijan. In other
countries, there is no relationship between variables.

Conclusion- According to results, it is possible to conclude that political stability is not a pre-condition of economic growth in Turkic
economies, except Azerbaijan. On the other hand, political stability might be a pre-condition of another macroeconomic indicator such as
inflation, trade opennes and etc.

Keywords: Central Asia, political stability, economic growth, panel data, causality.
JEL Codes: EOO, C23, P48

1. INTRODUCTION

Expressing the interaction between politics and economy, political stability is a concept that develops around the new
institutional economics approach and is intertwined with both politics and economy. This concept, which has gained
increasing importance with the increase of international integration, has attracted the attention of many researchers and the
relationship between political stability and economic indicators has become one of the frequently encountered issues in the
literature.

Determining the relationship between political stability and macroeconomic indicators is very important for decision makers
to guide their policies. In order to establish a stable political structure, there is a need for legitimate governance that is far
from arbitrary practices, bound by rules and laws, and highly accountable. In addition, decision makers should not ignore that
the political decisions they make and the policies they set would affect the economy. Predictability is very important for
investors. The more positive expectations economic actors have about the future, they invest more. The atmosphere of
confidence created by a stable political order contributes to the increase of positive expectations about future by eliminating
uncertainty. While this situation makes the existing investments permanent, it also serves as an incentive for new investors.
Otherwise, the uncertainty caused by an unstable structure will increase the level of risk, negatively affect the economic
indicators, and will especially push foreign investors to seek safe havens. In addition, the chaos environment created by
political instability will put pressure on government and cause loss of reputation both in domestic politics and in the
international political arena.
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The political stability is a very important concept in terms of emerging economies those begun to integrate with international
markets. A politically stable structure is both an international reputation and an important reference source for foreign
investors.

The aim of this study is to investigate possible relation between political stability and economic growth in Turkey and Central
Asian Turkic Republics. While Turkey is an emerging market economy, Central Asian Turkic Republics have entered the process
of integration with international markets by switching from the centrally planned system to the market economy. The
contribution of the study to existing literature is that although there are numerous studies examining the relation for
emerging and developed economies, there are insufficient studies examining transition economies such as Central Asian
Turkic countries. To my knowledge, this is one of the initial study investigating Central Asian Turkic economies.

The first section of the study includes theoretical framework on political stability, literature survey and graphs of development
of variables investigated. In the second section, analysis method employed and results of empirical analysis are presented. In
conclusion section, evolutions are made for the results of empirical analysis.

2. THEORETICAL BACKGROUND OF POLITICAL STABILITY/INSTABILITY NOTION AND LITERATURE REVIEW

Political stability is an essential notion to be able to manage process in both private and public sector and it means lack of
change and movement. In the case of absence of political stability, it is very possible beginning of uncertainty and loss of
welfare. The basic component of political stability is predictability. Presence of opponents is the key of the political stability.
Political stability expresses a set of rules which is established at the beginning and ensures the predictability where opponents
are institutionally recognized.

Political stability is a notion appeared first in 1960s. Confusion about the explanation of this concept has continued until
today. In studies examining the effect of political instability on growth, this state of uncertainty shows its effect. In researches
related to political stability notion it is seen that frequent government changes, increase in anti-government demonstrations
and actions and coups cause a politically unstable structure (Curvale, 2010: 1-12).

Huritz synthesizes different articles and collates conditions necessary for the existence of political stability in a system as
follows:

. Persistence: The ability of the political system to continue
. Legitimacy: The existence of a legitimate political system
. Effectiveness: The ability to make effective decisions by the political system

For a politically stable structure, "persistence", that is, the absence of frequent government changes, is an important
condition. Since there is an uncertainty about the descriptive use of these three conditions that Huritz envisages, it is
discussed in the literature that in order to build stronger political stability, “legitimacy” and “efficiency” for “persistence” or
“persistence” for “legitimacy” and “effectiveness”? (Park, 1982: 12).

Interaction between political decisions and economic indicators constitutes main subject of political economics and
constitutes policymakers’ performances on solution of economic problems. In other words, the most important results of
political decisions are seen on the field of economics. In this regard, political stability defined as stability in political decisions
and political order is effective on economic order, development and stability (Caliskan, 2019: 72).

In order to build politically stable environment, institutional factors are too undeniable. Also, it is a view in the economic
literature that the increase in institutional quality positively affects economic performance. Institutions have an impact on
the economic performance of the countries by reducing the uncertainty and affecting transaction costs, directing economic
activities to productive areas, and enhancing cooperation and trust (Gokalp and Baldemir, 2006: 212).

Democratic framework and institutional stability are crucial for political stability. Lack of them in a system can ruin the best
policies and growth initiatives. Increasing uncertainty about the future and increasing the level of risk may cause political
instability and cause the funds of domestic and foreign capital owners to shift to new investment projects. In addition, regime
and frequent government changes make rational expectations impossible.

In an unstable environment, investors will seek a more stable environment for reasons such as credit default risk, weakening
the principle of private property and less trust in the judiciary, and will choose to shift their investments to foreign countries.
Decreasing investments because of outflowing investments due to unstable structure induces economic problems such as
decreasing labor demand and increasing unemployment. The persistence of instability will further undermine the political
structure, leading to the skilled labor migration required for efficient production. Thus, less capital and labor will reduce total
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production and lower labor quality will slow down economic growth by affecting productivity negatively (Comeau, 1998: 55-
57).

In the economic literature, there are numerous many studies examining the effects of political stability / instability on
countries' economic performance. The uncertainty created by instability in an economy confronts as an undesirable situation
for policy makers and economic actors. When the related literature is reviewed, it is possible to conclude that a politically
stable structure has a positive effect on macroeconomic indicators, political instability affects these indicators negatively.
Negative effect will increase when instability increases.

Asghar et al. (2015) analyzes relation between institutional quality and economic growth in thirteen Asian economies. In the
study authors employ panel data method to examine period between years 1990 and 2013. According to findings, there is a
uni-directional causality running from institutional quality to economic growth and institutional quality affects economic
growth positively.

Sekrafiand Sghaier (2018) investigate effects of energy consumption, corruption, quality of environment and political stability
on economic growth in thirteen Middle Eastern and North African (MENA) countries. The study analyzes 1984 — 2012 period
via static and dynamic panel data methods. According to analysis results, increasing corruption is effective on economic
growth, environmental quality and energy consumption directly. Also economic growth affects environmental deterioration
and political instability negatively.

Cetin (2019 investigates the effect of economic and political institutions on economic growth in twenty six countries. The
data belonging to variables cover 2002 — 2016 period. The author analyzes the countries into two groups namely, developed
and emerging market economies. According to analysis results obtained from generalized OLS (FGLS, hereafter), there is
positive and statistically significant relation between economic growth and indicators those are employed to build World
Governance Index that is substituted to measure economic and political institutions.

Galiskan (2019) examines the relation between political stability and financial development in the Turkish economy. In the
study, Caliskan employs Granger causality test to analyze 1970 — 2017 period. According to empirical analysis results, there
is a long run relation between financial development and political stability and also causation linkage between political
stability and financial development.

Karakuzu and Limon (2019) analyze the Tunusian economy in the context of effect of political stability on political and social
life. The authors employed human development index, Failed / Fragile State Index, Global Peace and Terror Indices. They
analyze 2010 — 2018 period. According to results obtained, unless governments answer needs of democracy, they would face
with riots and revolts. Also, economic crises and inequality in income distribution trigger political instability.

Demez et al. (2019) investigate relation between economic growth and political stability in NIC countries. Authors employ
bootstrap panel causality test developed by Konya (2006) in order to find possible causation linkage between variables
between years 2002 and 2017. As a result, there is a uni-directional causality running from economic growth to political
stability in only Indonesia and Turkey.

Kamaci (2019) investigates the relation for twenty OECD countries in between 2003 — 2017 years. Panel data analysis method
results show that a 1 % percent increase in political instability decreases real GDP 1,784 % in the long run, while it increases
economic growth 5,244 % in the short run.

Yilmaz (2019) analyzes the interaction between political instability and economic indicators for nine countries between years
2010 and 2017 via panel data analysis method. According to results obtained, there is no relation between economic growth
and political instability. On the other hand, results imply a negative weak correlation between political instability and foreign
direct investment inflow and outflow, inflation rate and exchange rate.

In Graph 1, it can be seen that development of political stability level of selected economies during years between 2002 and
2018. There is no considerable volatility in Azerbaijan, Kyrgyzstan and Tajikistan during the years and level of stability is close
to each other. When other economies in the graph investigated, it is possible to say that level of political stability index
decreased between years 2002 and 2005 in Uzbekistan. After this period, it has been started to increase in 2005 till 2018.
Break point of political stability level of Uzbekistan is year of 2005. When we look closer, it is possible to conclude that there
are some important changes in economic management. In this period, Uzbekistan was in a situation such as closed economy.
In 2005, “Foreign Investments Law” which was accepted in 1998, was changed and by the change, foreign direct investment
inflow into country is stimulated and foreign investors are privileged via tax and customs duty exemptions.
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Graph 1: Political Stability Index During 2002 — 2018 Years
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The trend between years 2007 and 2015 is positive in Turkmenistan and the lowest level was seen in 2006. After the death
of former Turkmenistan head of state Niyazov, Berdimuhammedov was selected of new head of state in 2007. Contrariwise
of NiyazoVv’s closed economy policy, Berdimuhammedov has given international relations and implemented policies in order
to increase foreign trade capacity, especially for energy sources that the country has. It is seen that the policies pursued to
develop the relations and to open out also reflected to the level of political stability.

Kazakhstan is the country with the highest level of political stability among the analyzed economies. On the other hand, the
level of political stability in Kazakhstan showed a downward trend between 2009 and 2013, while the average course
continued in other years. Kazakhstan suspended membership negotiations with the World Trade Organization, which has
been going on for many years in 2009, and was included in the Customs Union Agreement between Russia and Belarus as of
2010. However, Kazakhstan could not achieve the desired result from this agreement. According to analysis for 2010-2015
period, made by Barak and Abutalipov (2016), the Customs Union Agreement between Kazakhstan, Russia and Belarus does
not have any positive effect on foreign trade volume of Kazakhstan. The country officially became a member of World Trade
Organization in 2015.

In Turkey, political stability index has an average cruise during whole period, but trend of index presents a negative trend
between years 2014 and 2016. It is possible to conclude that coup attempt occurred in 15th of July 2016 was effective on the
negative trend which is is accepted as a major indicator of political instability. But the Turkish economy was not influenced in
a long time period and entered into a rapid recovery period. Recovery process also influenced the level of political stability.
As of the end of 2016, it gained momentum and increased.
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Graphic 2: Development of GDP Per Capita in 2002 — 2018 Period
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In Graph 2, change in gross domestic per capita of each countries examined are presented for 2002 — 2018 period. It is
interesting that the lowest political stability value belongs to Turkey as indicated in graph 1, the highest gross domestic
product per capita value belongs to Turkey too. Among Central Asian Turkic countries, Kazakhstan, which is the most
developed economy, stands out with its high gross domestic product per capita. The economic development of Turkmenistan,
Azerbaijan and Uzbekistan economies have followed similar pathways. Gross domestic product per capita of Kyrgyzstan and
Tajikistan have increased in the same ratio.

3. EMPIRICAL FINDINGS

In this study, relation between political stability and economic growth is investigated in Azerbaijan, Kazakhstan, Kyrgyzstan,
Uzbekistan, Tajikistan, Turkish and Turkmenistan economies. Annual data belonging to 2002 — 2018 period is employed.
Political stability! (PS, hereafter) and gross domestic product per capita (GDPPC, hereafter) are used as variables denoting
political stability and economic growth, respectively. Data belonging to variables PS and GDPPC are obtained from World
Bank database. Cross section dependency, unit root and causality tests are employed. In order to test cross section
dependency test, Lagrange Multiplier test developed by Breusch and Pagan (1980) are used. Panel data model where size of

cross section is i=1,2,..,N, time size is t=1,2,..,T, &;and ,Bi are constant term and slope coefficients, respectively, X; is

descriptive variables vector and its size is kx1;
_ .

Yie = & + X + & 1)

In the model, LM test statistic is [ H0 . COV(&‘“ , gjt) =0;

N-1

N
LM =T Z /35 0 Zli(N—l)/Z

i=l j=i+l (2)

1 World Bank definations of political stability: “Political Stability and Absence of Violence/Terrorism measures perceptions of the likelihood
of political instability and/or politically-motivated violence, including terrorism. Estimate gives the country's score on the aggregate indicator,
in units of a standard normal distribution, i.e. ranging from approximately -2.5 to 2.5” (World Bank Database, 2020)
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~2
pij denotes sectional correlation obtained from individually employed ordinary least squares method. Pesaran (2004) finds

a new LM test statistics in order to prevent size distortion. LM statistics which is modified as time size is T-><° and sectional
size is N->e< is as follows;?

2T N-1 N

CD= (] [Z > ,aijju N(0,1)

N(N-1) )\ = j=i+l 3)
If there is no cross sectional dependency, first generation unit root tests are employed. If there is a cross sectional
dependency, second generation unit root tests are employed. In order to test validity of cross section dependency in the
panel data analysis, CDyu test developed by Pesaran (2004), CD.u: test developed by Breusch — Pagan (1980) and CDym3 test
developed by Pesaran (2007) are employed. If time size is bigger than cross sectional size (T>N), CD m1 and CDywu> tests are
employed. If cross sectional size is bigger than time size (N>T), CDyv test is employed.

The null hypothesis in cross sectional dependency tests is “there is no cross section dependency and alternative hypothesis
denotes validity of cross section dependency.

Table 1: Cross Section Dependency Tests Results

Model with Constant PS GDPPC
CDIm 28.552 (0.125) 33.54 (0.041)**
CDh,, 1.165(0.122) ~ 1-935(0.026)**
CD 2,655 (0.00)***  -1.519 (0.064)*
LM 3.766 (0.00)*** ~ ~0.907(0.818)

Pi

Notes: In the following model Ayi,t = di + 5| yi,t—l + Z&,jAyi,t—j +ui,t' lag length (pi) is acceptes as 1. ***, ** and * denote
j=1

that alternative hypothesis is accepted in 1%, 5% and 10% significance levels, respectively.

According to probability values, alternative hypothesis which claims validity of cross section dependency is accepted. Second
generation unit root tests are capable to test whether variables are stationary for each country and it is valid in the case of
T>N. Seemingly Unrelated Regression Augmented Dickey Fuller test (SURADF, hereafter) developed by Breuer et al. (2002) is
panel data analysis version of conventional generalized Dickey — Fuller unit root test for time series. In SURADF test is
calculated as follows where N denotes the number of countries;

pl
AYy =on+ BYy, +0, + Z¢leylt—j + &y
= (@

pl
AYy =0y + B, Yoy + 0y + Z("szYmﬂ' + &y
= (5)

pl
AYy =y + By Y T 0 + Z(/’NjAYNH + &
= (6)

In this case, N null and alternative hypotheses are established for each country in the panel. In SURADF test, the null
hypothesis claims the existence of unit root in the serie and alternative hypothesis claims that there is no unit root in the
related serie. If the test statistic of SURADF is smaller than critical value, it is possible to imply that variable belonging to
related country is stationary. If the test statistics of SURADF is bigger than critical value, it means that null hypothesis claiming
the existence of unit root is accepted.

2 Since pair-wise correlations are not distributed with zero mean, Pesaran et al. (2008) can be examined for bias-adjusted LM test statistics
for large panels.
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Table 2: SURADF Unit Root Test Results

Model with Constant

Term Model with Constant Term and Trend
Lags SURADF t-stat 10% Lags SURADF t-stat 10%
PS
Azerbaijan 1 -6.5419 -3.4765 3 -6.1779 -6.0180
Kazakhstan 1 -2.3140* -4.3891 4 -4.8419 1.6461
Kyrgyzstan 4 -3.6838* -5.0770 3 -4.4984* -5.3820
Uzbekistan 4 -9.9730 -6.0475 4 -1.7847* -6.1989
Tajikistan 4 -2.8973* -5.3498 2 -3.8697* -5.1964
Turkey 1 -3.4473* -4.2565 1 -7.2618* -7.3078
Turkmenistan 4 -4.1293 0.3758 4 -5.5450* -8.4657
GDPPC
Azerbaijan 1 -6.4393 -4.9484 2 -4.3726% -6.7894
Kazakhstan 1 -3.5484* -4.0959 1 -3.7053* -7.7408
Kyrgyzstan 2 -4.7373* -5.1622 1 -5.6562* -8.9847
Uzbekistan 4 0.3612 -5.5938 4 -4.9348 -0.1073
Tajikistan 2 -5.0235 -4.4443 2 -4.7418* -6.2939
Turkey 1 -3.7164* -5.0767 1 -2.5691* -8.5840
Turkmenistan 2 -3.5044* -5.7954 2 -4.7120% -5.3168

Notes: Maximum lag length is determined as four and optimal lag length are determined according to Schwarz information criterion. Critical
values are obtained from 1.000 bootstrap simulation. ***, ** and * denote acceptance of alternative hypothesis in significance levels 1 %, 5
% and 10 %, respectively.

According to SURADF unit root test results presented in table 2, series of Kazakhstan, Tajikistan, Kyrgyzstan and Turkey
belonging to political stability index are stationary in model with constant and series of Kyrgyzstan, Uzbekistan, Tajikistan,
Turkey and Turkmenistan belonging to political stability are stationary in model with constant and trend. Test results also
imply that in Kazakhstan, Kyrgyzstan and Turkey, GDPPC series are stationary in model with constant and in all countries
except Uzbekistan; GDPPC series are stationary in model with constant and trend. But it is assumed that both series have
long run memory features and first difference of series will be employed in empirical analyzes.

Pesaran and Yamagata (2008) developed A delta test in order to test homogeneity of slope coefficient. Null hypothesis of
Ho:B =5

Table 3: Cross Section Dependency and Homogeneity Tests Results

test is homogeneity of slope coefficient [ ] for each i3.

Regression:
— Test Stat  Prob Value
GDPPC, =, + B,;PS, + ¢,

Cross Section Dependency Test:
LM 150.294 0.00%**

CD,, 19.950  0.00%**
CD 11731 0.00%**
LM 20.689  0.00***
Homogeneity Test:

A 3.739 0.00%**
Aadj 4.096 0.00%**

Note: ***, ** and * denote acceptance of alternative hypothesis in significance levels 1 %, 5 % and 10 %, respectively.

3 For test stats, please see Pesaran and Yamagata (2008).
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Results imply that co-integration methods based on heterogonous estimation and taking cross section dependency into
account have to be employed.

Table 4: Results of No Structural Break Co-integration Tests Taking Cross Section Dependency

Model with Constant Term Model with Constant Term and Trend
Test Asymptotic Bootstrap Test Asymptotic Bootstrap
Stat Prob Value Prob Value Stat Prob Value Prob Value
Error Correction Model
Group_tau -0.091 0.464 0.636 -0.543 0.294 0.578
Group_alpha -0.593 0.723 0.667 -1.546 0.061 0.326
Panel_tau -1.101 0.136 0.490 -0.625 0.266 0.336
Panel_alfa -0.307 0.379 0.626 -2.156 0.016 0.300

Notes: Null hypothesis of test claims that there is no co-integration. In error correction test, lag and antecedent are accepted as one.
Bootstrap probability value are obtained from 1.000 bootstrap simulation. Asymptotic prob values are obtained from standard normal
distribution. *** ** and * denote acceptance of alternative hypothesis in significance levels 1 %, 5 % and 10 %, respectively.

In error correction test, when both asymptotic and bootstrap probability values are taken into account, it is possible to
conclude that there is no relationship between political stability and gross domestic product per capita in the long run. Panel
vector auto-correlation models (PVAR, hereafter) are as follows;

k k
AGDPPC = 5:“ + Zé‘ﬂipAGDPPCit_p +Z é‘12ipAF)Sit—p +V1it
p=1 p=1 (7)
k k
APS =5, + Y 8,1, APS,_ +Y_ 8, AGDPPC, __ +v,,
p=1 p=1
(8)
k
In equation seven where first panel VAR model presented, null hypothesis is ZélZipAPSit—p =0 and it claims that there
p=1

is no causation linkage running from political stability to gross domestic product per capita. Alternative hypothesis is
k

Zé‘lzipAPSit—p # 0 and claims there is a uni-directional causality running from political stability to gross domestic
p=1

product per capita.

k

In equation eight where second panel VAR model presented, null hypothesis is Z@zmAGDPPCipp =0 and it claims
p=1

that there is no causation linkage running from gross domestic product per capita to political stability. Alternative hypothesis

k
is Zé‘zzipAGDPPCit—p # 0 and claims there is a uni-directional causality running from gross domestic product per
p=1

capita to political stability.
Table 5: Panel VAR Causality Test Results

A (PS) A (GDPPC)
A (PS) - 0.512 (0.474)

A (GDPPC) 3.157 (0.076)* -
Note: ***, ** and * denote acceptance of alternative hypothesis in significance levels 1 %, 5 % and 10 %, respectively.

According to table 5, there is a uni-directional causality running from GDPPC to PS. But there is no Granger causality running
from PS to GDPPC. This result shows that political stability is not a pre-condition of economic growth. So, even if there is an
unstable political environment, economic growth can continue. Central Asian Turkic economies are typical transition
economies even they are independent since 1990s and transition in democracy may still continue. That is why political
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instability do not affect decisions of households and firms. On the other hand, when governments are successful in economic
management, confidence of households and firms to government would increase and that would increase continuity of
government. That is one of the measurements of political stability. As a result political stability would increase.

Emirmahmutoglu and Kose (2011) employ causality test for each cross section by implementing bootstrap method to Fisher
test statistics. Before causality test, stationary level (dmax;) and optimal lag length (p;) in panel VAR model are determined by
employing unit root test. Then, both coefficients are collected. For each cross section, error correction terms are obtained
for regressions below;

p; +d max; p; +d max;
GDPPC, =a;, + Y, B,GDPPC,_+ > 7PS,  +& (©)
=1 j=1
p; +d max; p; +d max;
PS,=a+ D, BPS.;+ D, 7GDPPC, +&, (10)
j=1 j=1
Null hypothesis of Emirmahmutoglu and Kése (2011) causality test is [ Ho Z,Bil = :Biz =.=0 = 01. Alternative
hypothesis claims there is no Granger causality and as follows [ Ho . ﬂil = ﬁiz =..=0y # 074

Table 6: Emirmahmutoglu and Kose Panel Causality Test Results

Lag PS#>GDPPC GDPPC#>PS
Wald ProbValue Wald Prob Value

Azerbaijan 3 27.285  0.00*** 2.735 0.434
Kazakhstan 3 4764 0.189 2.010 0.570
Kyrgyzstan 1 0.538 0.463 0.277 0.598
Uzbekistan 2 1951 0.376 2.059 0.357
Tajikistan 1 0.125 0.723 0.978 0.322
Turkey 3  4.150 0.245 1.528 0.675
Turkmenistan 1 1.058 0.303 1.250 0.263

Fisher 37.013 0.00***  11.594 0.638
Note: ***, ** and * denote acceptance of alternative hypothesis in significance levels 1 %, 5 % and 10 %, respectively.

According to Emirmahmutoglu and Koése (2011) causality test results, in only Azerbaijan, there is uni-directional causality
running from political stability to gross domestic product per capita in significance level 1%.

The result obtained from Emirmahmutoglu and Kdse (2011) test is important to conclude. Because the members of the CIS
(Commonwealth of Independent States), who switched from the central planned system to the market economy, tried to
rebuild their countries politically and economically and aimed to be accepted in the international arena. Among them,
Azerbaijan has some extra features than others.

According to Dikkaya and Demirci (2013), Heydar Aliyev, who served as the head of state in 1993-2003, has a great
contribution in the economic and political shaping of Azerbaijan. The basis of the balance strategy of the country's foreign
policy was shaped in this period, which also contributed to the shaping of the economy. While in the beginning of 2000s, the
political stability provided by Heydar Aliyev was built on an energy-centered political line, bringing along economic stability.
Ilham Aliyev, who was elected president in 2003 after the death of Heydar Aliyev, continued the policies of Haydar Aliyev
during his rule and managed to achieve a stable performance in economic growth.

4. CONCLUSION

The interaction between political and economic policies is reflected on the political and economic stability levels of the
countries and has an impact on their economic indicators. Especially in developing countries, foreign investors have an
important role in ensuring sustainable economic stability. Political stability is needed to ensure sustainable economic stability.
A politically unstable structure negatively affects economic performance, resulting in uncertainty in the economy. Persistence

4 Please see Emirmahmutoglu and Kése (2011) for bootstrap test statistics.
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of uncertainty causes foreign investors to be annoyed, resulting in a capital outflow from the country. Unlike these
negativities, which may be caused by political instability, political stability is essential for governments, because it reduces
risk via eliminates uncertainty, improves economic performance and makes investments permanent. Studies that examine
the effects of political stability / instability concepts, which are very difficult to measure, on the macroeconomic indicators of
countries, have recently come across widely in the literature of economics. In this study, relation between political stability
and economic growth in Turkey, Azerbaijan, Kazakhstan, Uzbekistan, Kyrgyzstan, Tajikistan and Turkmenistan is examined for
period between years 2002 and 2018. The cross section dependence, panel unit root and panel causality tests are made and
annual data belonging to related period is used. In the panel where there is a cross-section dependency, both variables
contain unit root in level. According to the panel vector auto-regression model, there is a Granger causality at a 10%
significance level from gross domestic product per capita to political stability. However, there is no causality running from
political stability to gross domestic product per capita. According to Emirmahmutoglu and Kése (2011) causality test results,
there is a causation linkage running from political stability to gross domestic product per capita only in Azerbaijan.
Determining the relationship between political stability and economic indicators will be a decisive factor in policy makers'
political and economic decisions. In this study, the relationship between political stability and economic growth is examined.
Political stability is likely to have an impact on other macroeconomic indicators, such as trade openness, exchange rate,
inflation and unemployment rates. Examining the relationship between political stability and other macroeconomic indicators
for different countries or country groups in future studies will contribute to the literature.
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ABSTRACT

Purpose- The purpose of this study is to provide a model that analyzes the risk factors encountered by the agriculture industry, which is an
essential part of the global economy, during supply chain activities.

Methodology — In this study, a systematic risk management model (Australia and New Zealand Standard AS / NZS 4360: 2004) is proposed
to manage the risks that may arise in the agricultural supply chain. The proposed model was applied in a multinational company operating
in the agricultural sector and road map has been developed which allows them to monitor and manage the supply chain risks of the company
systematically. Within this scope; the risks in an organization, which may lead to business interruption and losses for agriculture companies,
risk matrix method has been used in order to examine their probability and effects of their consequences.

Findings- Within the scope of the study, identified risks were analyzed under six categories; namely environmental risk, supply risk,
operational risk, political risk, organizational risk and financial risk. Based on the findings of the study, it is determined that eight risks most
important, seven risks moderately important and six risks less important than other risks.

Conclusion- At the end of the analysis, it was concluded that, product quality, storage conditions, supply, climatic instability and commercial
restrictions that limit or cause inhibition of competition in the foreign markets had critical importance in agricultural supply chain
management.

Keywords: Australia/New Zealand Standards, risk management, agricultural supply chain, agricultural supply chain risk management, risk
matrix.
JEL Codes: Q10, M10, M20

TARIM TEDARIK ZINCIRi RISKLERININ AZALTILMASINDA PROAKTIF RiSK YONETIMi YAKLASIMI

OZET

Amag- Calismanin amaci; diinya ekonomisinin temel bir pargasi olan tarim sektériniin, tedarik zinciri faaliyetleri sirasinda karsi karsiya kaldigi
risk faktorlerini analiz eden bir model sunmaktir.

Yontem- Bu galismada, tarim tedarik zincirinde ortaya gikabilecek risklerin yonetilmesi igin sistematik bir risk yonetim modeli (Avustralya ve
Yeni Zelanda Standardi AS / NZS4360:2004) &nerilmistir. Onerilen model, tarim sektériinde faaliyet gdsteren, cokuluslu bir firmada
uygulanarak, firmanin tedarik zinciri risklerinin sistematik bir sekilde izlenmesine ve yonetilmesine imkan veren bir yol haritasi gelistirilmistir.
Bu kapsamda; bir organizasyon iginde tarim sirketleri igin is kesintisi ve kayba neden olabilecek risklerin, olasiligini ve sonuglarinin etkisini
incelemek amaciyla risk matrisi yontemi kullaniimigtir.

Bulgular- Calisma kapsaminda, tespit edilen riskler; cevresel risk, tedarik riski, operasyonel risk, politik risk, 6rgtitsel risk ve finansal risk olmak
lizere 6 kategori altinda incelenmistir. Arastirmanin bulgularina dayanarak, sekiz risk en dnemli, yedi risk orta derece 6nemli ve alti risk ise
diger risklere gore 6nemi daha az bulunmustur.

Sonug- Yapilan analizin sonucunda Grln kalitesi, depolama kosullari, tedarik, iklim ile ilgili degiskenlik ve dis pazarda rekabet etmeyi
sinirlandiran ya da engellemeye neden olan ticari kisitlamalarin tarim tedarik zinciri yonetiminde kritik 5nem tasidigi sonucuna varilmistir.

Anahtar Kelimeler: Avustralya/Yeni Zelanda Standardi, risk yonetimi, tarimsal tedarik zinciri, tarimsal tedarik zinciri risk yonetimi, risk matrisi
JEL Kodlari: Q10, M10, M20
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1. GiRi$

GlnlimUz is dinyasinda, modern tarim tedarik zinciri aglari, daha karmasik, dinamik ve birbirine bagimli hale gelmistir.
Tarimsal tedarik zinciri, dinamik bir ¢evrede, nihai tiiketicilerin taleplerini yerine getirmek igin karmasik yapiya sahip
faaliyetleri yonetmeye odaklanir. Tiiketici odakl bir yaklasim olan tarim tedarik zinciri, tiiketici gereksinimlerine etkili ve hizh
cevap verebilmek igin tarimsal gida lretiminde yer alan tim faaliyetleri, organizasyonlari, ara aktérleri, teknolojiyi, bilgiyi,
kaynaklari ve hizmetleri kapsayan tim sistemi ifade eder.

Yakin zamanda, tarimsal riinlerin tedarik zinciri, diinyadaki en kritik konulardan biri haline gelmistir. Clinkl tarimsal riskler,
ayni zamanda gida givensizliginin baslica sebebi olarak gorilmektedir. 2020 verilerine gore; diinya Gzerinde 7,7 milyardan
fazla insan yasamaktadir. Birlesmis Milletler Gida ve Tarim Orgiiti’niin (FAO, 2017) Roma konferansina ait raporunda 2050
yilina gelindiginde, diinya niifusunun yaklasik 10 milyar olacagi tahmin edilmektedir. Dinyada nifusun artis hizi ylkselirken,
gida ihtiyacini karsilayacak tarim topraklarinin ve dogal kaynaklarin yetersiz kalacagi ciddi bir tehdit olarak 6ngorilmektedir.
Diinyada giderek artan gida talebini karsilamak igin tarimsal verimliligin ve Uretim artisinin saglanmasinin énemine isaret
edilerek tarimda risk etmenlerinin azaltilmasinin gerekliligine de dikkat ¢ekilmektedir.

Tarim sektori, ozellikle sektordeki aktorlerin ve paydaslarin kontroli altinda olan ve kontroliiniin 6tesinde birgok risk ve
belirsizlik ile kargi karsiyadir. Bu riskler, faaliyetler sirasinda ortaya gikabilecegi gibi dis ¢evre kosullarindan da yakindan
etkilenmektedir. Tarimsal Gretimin doga kosullarina bagli olmasi ve dogrudan hava kosullarindaki degisikliklerden etkilenmesi
nedeniyle her zaman gesitli risk ve belirsizliklere maruz kalmaktadir. Diger bir taraftan; gittikce kiresellesen is ortaminin bir
sonucu olarak tarim sektoriindeki sirketler icin yeni riskler ortaya ¢ikmaya devam etmektedir. Tarim, 6zellikle Ureticilerin
kontrolii disinda olan dogal faktorlerden yakindan etkilendigi icin diger sektorlere kiyasla daha riskli bir sektor olarak kabul
edilir. Tarim sektériniin kendine 6zgl dinamiklerinin olmasi tedarik zincirlerini daha kirilgan hale getirerek aksamalar
yasanma riskini arttirmaktadir. Tarimsal tedarik zincirinde yasanan aksakliklar, tiim zincirinin isleyisini ve hedefleri olumsuz
yonde etkileme potansiyeline sahiptir.

Tarimsal tedarik zinciri riskleri, cografi unsur olarak dogal afetlerden, iklim ve hava kosullarindan kaynaklanan olaylardan,
lojistik hizmet saglayicilarinin kalite problemlerine kadar ¢ok sayida ve gesitlilik gdsterir. Bununla birlikte; tarim emtia
fiyatlarindaki degiskenlikler, giibre ve diger girdilerin kullanim zamanlari ve miktarlari, finansal belirsizlikler ile politika ve
dizenleyici risklere kadar uzanmaktadir. Tedarik zincirinde meydana gelen bu riskler, operasyon kesintiler, finansal kayiplar,
itibar kayb, insan sagligi ve guivenligi zararlari gibi nitel ve nicel sonuglara yol agarak kendini gosterir. Diger bir yandan, tarim
tedarik zinciri riskleri, potansiyel olarak, firmalarin hedeflerine ulagmasi ve tedarik zincirinin performansi ile strdirdlebilirligi
Uzerinde 6nemli bir etkiye sahiptir.

Tanm tedarik zincirinde risk yonetimi, tedarik zincirinin diizglin bir bicimde akisina engel olan muhtemel riskleri 6ngoérerek,
ortaya ¢itkma zamani, sikligi ve etkisine karsi hazirlikli olunmasini saglayan sistematik yani planlanmig bir yonetim silrecidir.
Bu galismada, anlasiimasi ve benimsenmesi kolay, hizli bir sekilde uygulanabilen, Avustralya ve Yeni Zelanda risk yonetim
modeli &nerilmistir. Onerilen model, tarim sektériinde faaliyet gésteren ¢ok uluslu bir firmada uygulanarak, firmanin tedarik
zinciri risklerini, sistematik bir sekilde yonetilmesine imkan veren bir yol haritasi gelistirilmistir.

Calisma bes bolimden olugmaktadir. Giris boliminden sonra ilk olarak, tarimsal tedarik zinciri kavrami tanimlanmistir. Bu
bolimde, literatlire dayali olarak tarim enddistrisinde tedarik zinciri yonetimi, gelisimi ve butlinlesik bir yapi igerisinde is
stirecleri incelenmistir. Uglincii bélimde, tarim tedarik zinciri risklerini en aza indirgemeye dayanan Avustralya ve Yeni
Zelanda risk yonetim standardi agiklanmigtir. Calismanin dérdiinci bolimiinde ise arastirmanin bulgulari, analizi ve
degerlendirilmesi yer almaktadir. Calismanin yontemsel gergevesinde, tarimsal tedarik zincirini etkileyen risklerin gergekligini
ortaya ¢ikarmak icin bir vaka analizi arastirma metodolojisi benimsenmistir. Uygulamadan elde edilen analiz sonuglari
incelendiginde; sekiz risk en 6nemli, yedi risk orta derece 6nemli ve alti risk ise diger risklere gére 6nemi daha az olarak
bulunmustur. Analizden elde edilen bilgiler 1s18inda; rlin kalitesi, depolama kosullari, tedarik, iklim ile ilgili degiskenlik ve dis
pazarda rekabet etmeyi sinirlandiran yada engellemeye neden olan ticari kisitlamalarin tarim tedarik zinciri ydonetiminde kritik
onem tasidigl sonucuna varilmigtir. Son bélimde ise sonug ve dnerilere yer verilmistir.

CGalisma kapsaminda, tarim endustrisinin karsi karsiya oldugu risk kaynaklari arastirilmis olup her bir riskin tarim tedarik zinciri
Uzerindeki olasi negatif etkileri 6n plana gikarilarak yonetim diizeni igerisinde {ist yonetimin karar vermesinde destekleyici
bilgiler sunulmustur. Arastirmanin bulgularina dayanarak, rekabetin ve siirekli degisimin oldugu dinamik bir yapida
devamliligin saglanmasi ve gesitli sebeplerden olusabilecek, zararlarin/risklerin en aza indirilmesi gerekliligi ile “risk analizi”
yontemi tarim endistrisindeki risklerin olasiligini ve ciddiyetini 6ngdérmek igin bir planlama araci olarak kullanilabilir. Boylece,
tarimsal faaliyetleri etkileyen risklerin muhtemel etkisine karsi gerekli dnlemleri zamaninda almaya yonelik imkan saglanir.

2. TARIMSAL TEDARIK ZiNCiRi VE YONETiMI

Tarnimsal tedarik zinciri, Gretim igin gereksinim duyulan hammadde ve diger girdilerin tedarik edilmesi de dahil olmak lzere,
Gretimin farkli safhalari boyunca ara mal, yari mamul ve nihai lriin elde edilmesinde gereken katma degerli faaliyetlerin
timuni kapsayarak, tGrinun tiketiciye akisinin saglandigi sireci ifade etmektedir (Vorst, Silva ve Trienekens, 2007:7-13).
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Tarimsal tedarik zincirlerinin temel is stiregleri Sekil 1 Gzerinde gosterilmistir. En sade bigimiyle, girdi kaynagi tedarigi
(cogaltim materyalleri, giibre, enerji), Uretim, hasat sonrasi isleme, depolama, pazarlama ve dagitim yoluyla Griinin nihai
misteriye ulasmasi igin tim islevlerin birbirine sistematik olarak baglanmasidir.

Sekil 1: Tarimsal Tedarik Zinciri Stregleri

|
£

Tedarik Uretim isleme Dagrtim / Toptanci / Musteri
Depolama Perakende

e m—mm————
E : Nakit Ak

Kaynak: Lazzarini, Chaddad ve Cook, 2001:8

Tarim tedarik zincirinde, Urinler, Gretim, isleme, dagitim ve perakende yoluyla Ureticiden tlketiciye dogru akis saglar;
boylece, riinler, tarladan tiketiciye dogru domino tasi gibi birbiri ardina hareket eder. Ayni zamanda, tiketicilerin satin aldig
Urinlere karsilik 6dedigi bedel misteriden Ureticiye dogru ters siirecte de domino etkisine sahiptir.

2.1. Kuramsal Cergcevede Tarimsal Tedarik Zinciri Yonetimi

Tarimsal tedarik zinciri yonetimi, tarim ticareti literatlriinde nispeten yeni bir kavram olsa da ilk olarak 1980’li yillarda lojistik
literatrinde hammaddenin tedarik edilmesinin énemi vurgulanarak bir “Envanter Yonetimi” yaklasimi olarak ortaya
¢ikmistir. Endistrideki hizli degisimler ve is gevrelerindeki rekabetgi ortamin bir sonucu olarak tedarik zinciri akimi, tarim
sektoru de dahil olmak tzere endUstrideki diger sanayi kollarina yayilmistir (Vorst, Silva ve Trienekens, 2007:13).

1990’ yillara gelindiginde akademik ¢evrede “tedarik zinciri yonetimi” kavrami geleneksel yaklagim olan “malzeme ve bilgi
akisini ydnetmek” tanimindan farkl olarak kuramsal bir bakis agisiyla degerlendirilmistir. Ozellikle de 1990’11 yillardan sonra
tedarik zinciri yonetimi kavrami gerek is diinyasinda gerekse akademik alanda lizerinde 6nemle durulan bir konu haline

gelmistir (Christopher, 1998:5).

Kuramsal ¢ergevede, tarimsal tedarik zinciri ydnetimi, etkilesim halinde birlikte ¢alisan bir dizi bagimli sirketin, zincir boyunca
katma deger yaratarak her asamada (rinlerin ve bilgilerin degistirilmesi Gzerine kurulu bir sistemin ydnetimini ifade
etmektedir (Handayati, Simatupang ve Perdana:2015:2)

Tarnimsal tedarik zinciri yonetimi, kapsamh ve uzun dénemli bir sistem igerisinde, Urlinlerin tlketiciye sorunsuz bir sekilde
ulastiriimasi gérevini Ustlenir. Yil boyunca devamli iretilen tiketim mallari ve sanayi mallarinin aksine tarimsal Grlinler, sadece
yilda belirli bir siire Gretilebildigi igin siirekli Gretim olanaksizdir. Bu 6zeliginden dolayi, yeni ve ilave Urlinler iretmek zaman
almaktadir. Bu hususlar dikkate alinarak, tarim tedarik zincirlerinin kiiresel pazarda, bilhassa uzun mesafelerde, tiketici
taleplerini karsilayabilme gereksinimlerine uygun sekilde yapilandiriimis olmasi gerekir (Norina, 2004:9).

Chopra ve Meindl (2009:3) calismasinda, tedarik zinciri yénetimini; “hem Ureticiden son tiiketiciye hem de son tiiketiciden
Ureticiye dogru, baska bir deyisle, ileriye ve geriye dogru akisin planlanmasi, uygulanmasi ve kontrol edilme siireglerinin
yonetilmesi” seklinde tanimlamistir.

Woods (2004:18-25) ise tedarik zinciri yonetimini su sekilde ifade etmistir; “Tedarik zinciri yonetimi, tarimsal Grtinlerin verimli
bir sekilde Uretilmesi slrecinde, sorumlu isletmeler arasindaki iliskilerin yonetimini ve miktar, kalite ve fiyat bakimindan
tiiketicilerin gereksinimlerinin glvenilir bir sekilde karsilanmasi gérevini Gstlenir.”

Tanm tedarik zincirinde, gida glvenliginin saglanmasi, yuiksek kaliteli GrGnler ve hizmetler tim tedarik zincirinin
sorumlulugundadir. Tedarik zincirinin etkinligi, teslim edilen tGrinin tiketici tarafindan kabul edilmesi yoluyla 6lgilebilir. Bu
kabul; fiyat, kalite ve gida guvenligi kombinasyonuna baghdir (Trienekens, Vorst, Verdouw,214:500)

Literatlrde, tarimsal tedarik zinciri yonetiminin kritik ilkeleri, gida glvenligi ve hijyen, kalite ile izlenebilirlik olmak tzere Ug
butlnlesik prensipten olusmaktadir (Aung ve Chang, 2014:172-184).
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Gida Giivenligi ve Hijyen: Tarim tedarik zincirinde, gida guivenliginin ve hijyenik sartlarin saglanmasi birincil ve ¢ok genis bir
hedeftir. Urlinlerin depolanmasi, islenmesi, ambalajlanmasi ve tasinmast ile ilgili faaliyetler sirasinda riinlerin tiiketicilere ve
cevreye biyolojik, fiziksel ve kimyasal agidan zarar vermemesi icin gerekli dnlemlerin alinmasidir.

Kalite: Etkin bir tarimsal tedarik zinciri yonetiminin dnemli bir unsuru olan “kalite” tarimsal gida Urilinlerinin dayaniksiz
olmalari nedeniyle Griniin degerini ve ozelliklerini korumak igin etkili bir lojistik faaliyet streci ile iliskilendirilmektedir.

izlenebilirlik: Tarim endistrisinde “izlenebilirlik” gida glivenligini garanti etmek icin vazgecilmez bir ara¢ olarak kullanilir.
izlenebilirlik, tarim tedarik zincirinde yer alan iretim, isleme ve dagitimin tim asamalarinda izleme yetenegini ifade eder.
Yetistiriciden nihai tiiketiciye kadar olan ve sonraki Gretim islemleri ile birlikte gida Gretiminin tarihini agiklayan gerekli bilgileri
icerir.

3. TARIM TEDARIK ZiNCiRiNDE RiSK YONETiM MODELi VE SUREGLERI

Son yillarda, tarim tedarik zinciri ile ilgili arastirmalarda risk yonetimi, genis ve hizla gelisen bir alan olmustur. Bu boélimde,
¢alisma kapsaminda Onerilen Avustralya ve Yeni Zelanda risk yonetim modeline iliskin literatiire dayal bilgiler agiklanmistir.

3.1. Risk Kavrami

Risk; istenmeyen bir olayin meydana gelme olasiligi olarak tanimlanir. Risk, gelecekle ilgili belirsizligi, hedeflerin
gergeklestiriimesinde ortaya gikabilecek zarar ve kayip ihtimalini ifade eder (Lay ve Strasser, 1987:181). SRA (The Society for
Risk Analysis) 2018 yilinda, riskle ilgili terminoloji so6zliglinde, riski; “bir olayin istenmeyen ve olumsuz sonuglarinin
gerceklesme potansiyeli” olarak tanimlamistir. Bir baska risk tanimi ise Paulson (2005:2) tarafindan yapilmis, riski “olumsuz
ekonomik sonuglar doguran herhangi bir olay” olarak ifade etmistir.

Tanim ve anlam olarak “risk ve belirsizlik” kavramlari farkli olmakla beraber birbiri yerine kullanildigina da rastlanmaktadir.
Amerikali Ekonomist Frank Knight (1921:215) “Risk, Uncertainty and Profit” adli eserinde birbirinin yerine kullanilan “risk” ve
“belirsizlik” kavramlari arasinda kesin bir ayrim yaparak tanimlamistir. Knight’in teorisine gore; risk, karsilasilan rastlantinin
matematiksel olasiliginin belirlenmesidir. Riskte ihtimallerinin kesinligi vardir fakat sonuglarin kesinligi yoktur. Belirsizlik ise
karsilagilan rastlantinin matematiksel olasiliginin olmadigi durumu ifade eder ve dolayisiyla ihtimal ve sonuglarin tahmin
edilemeyecegini savunmustur (Knight, 1921:215).

Bir eylem veya kararin neticesinde birden fazla olasi sonucunun oldugu kabul edilen riskin en belirgin 6zelligi; él¢llebilir ve
yonetilebilir bir olgu olmasidir.

Risk matematiksel terimlerle de ifade edilir ve baslica iki faktore dayanir; (1) riskli olayin meydana gelme ihtimali ile (2) olay
meydana geldigindeki siddetin bileskesinden olusmaktadir (Cormican,2014:404).

Bu formdil, kalitatif risk analizinin temel formuliddr;
Risk = f (Olasilik x Etki)

Risk; bir faaliyet slrecinde veya sonucunda olumsuz bir olayin meydana gelme olasiligi ile bu olayin sonuglarinin ortaya
cikardigi zararin etkisinin garpimi ile formile edilir (Kristina ve Wijaya, 2017).

3.2. Risk Yonetimi ve Siregleri

Risk yonetimi, riskleri etkili bir sekilde dngérmek ve olumsuz etkilerini azaltmak ya da 6nlemek amaciyla siirekli ve ileriye
yonelik yapilan sistematik bir metodu ifade etmektedir. Dickson, (1989:1) calismasinda, risk yonetimini “bir isletmenin
varliklarini veya kazanma giiclini tehdit eden risklerin tanimlanmasi, analizi ve kontroli” olarak tanimlamistir.

Risk yonetimi, yasal gerekliliklere uygun bir sekilde kararlar vermeyi ve kurumsal hedeflerle tutarl bir sekilde hareket etmeyi
icerir. Bir baska deyisle; risk yonetimi karar vermede hesap verebilirligi gerektirir. Bununla birlikte; risk yonetiminde,
faaliyetlerin dogru bir sekilde uygulanmasini saglamak icin etkin bir iletisim sisteminin kurulmasina gereksinim vardir (Chen,
2018:4136).

Risk yonetim siireci ise bir organizasyonun amag ve hedeflerinin gerceklestirilmesi Gizerinde etkisi olan risklerin tanimlanmasi,
analizi, degerlendirilmesi ve olumsuz etkilerini dnlemek veya azaltmak igin kontrol faaliyetlerinin timinu igerir. Risk yonetimi
strecinde, riskler, organizasyonun icinden ve disindan kaynaklanan faktérlere gore iki kisimda degerlendirilir. Bu riskler;

= griskler,
= Digriskler

olarak gruplandirilir (A Risk Management Standard, 2002:4).

i¢ riskler; organizasyon icinde meydana gelen olaylardan kaynaklanan, yénetilebilir risklerdir. Dis riskler ise organizasyonun
disinda gergeklesen olaylardan kaynaklanan, i¢ riskler kadar yonetilebilir olmayan beklenmedik ve tahmin edilemeyen
olaylarin neticesinde ortaya ¢ikan risklerdir.
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Dinya ¢apinda, ilk resmi standart olan Avustralya ve Yeni Zelanda risk yonetim standardi ilk defa 1995 yilinda ortaya ¢ikmistir.
2004 yilinda yeniden yapilandirilan bu standart, Avustralya ve Yeni Zelanda Standardi AS / NZS4360:2004 olarak bilinmektedir.
ilke, esas, yap! ve siirecleri bakimindan ¢ok giiclii bir uygulama modeline sahiptir. Bu ¢alismada &nerilen risk ydnetim
standardi, her g¢esit organizasyonda, uygulamacilar tarafindan anlasiimasi ve benimsenmesi kolay, hizli bir sekilde
uygulanabilen esnek o6zellige sahip bir model oldugu igin tercih edilmistir. Bununla birlikte; bu risk yonetim modelinin,
Sarbanes-Oxley yasasi ile uyumu gerektiren organizasyonlarda daha iyi galistigi ileri sirtilmektedir.

Avustralya ve Yeni Zelanda Standardi AS / NZS4360:2004 e gore risk yonetim stireci, birbirine bagh bes adimdan olusmaktadir.
AS / NZS4360:2004 risk yonetim standartlari uygulama streci Sekil 2’de gosterildigi gibi; iletisim ve dayanisma, kapsam
olusturma, risk belirleme, risk 6lgim, risklerin kontrol edilmesi ve yonetimi ile izleme faaliyetlerinden olusmaktadir.

Sekil 2: AS / NZS4360:2004 Risk Y6netimi Siirecinin Akis Diyagrami

Kapsaman Belirbenmesi
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Organizasvonel igerik
Fusk ydmetum spemniu
Ervierlen gelstinme
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Kaynak: Risk Management Guidelines Companion to AS/NZS 4360:2004:17

Kapsamin Belirlenmesi- Oncelikle, risk ydnetim siirecinin ilk adimi olan kapsamin belirlenmesi, organizasyonun hedefleri,
stratejileri ve faaliyet alani ile uyumlulugu ifade eder. Bu kapsam, yasal ve dlizenleyici ¢evre, politik hususlar, ekonomik
kosullar gibi dis faktorleri ayrica organizasyon yapisini, is sireglerini ve teknoloji gibi i¢ faktorleri de igermelidir.

Riski Tanimlama- Risk tanimlama siireci, organizasyon hedeflerinin basarilmasi tizerinde etkili olabilecek risklerin ve olaylarin
kapsamli bir listesinin olusturuldugu bir stirectir. Bu agsamada yapilan teshis, organizasyonun kontroll altinda olan ve olmayan
tlm riskleri igermelidir.

Risk Analizi- Risk analizi, bir firmanin maruz kalabilecegi risklerin olasiligini ve sonuglarini tahmin eden ve bu sonuglara gore,
nihai muamele igin 6ncelik veren bir siireci ifade etmektedir (Dumbrava ve lacob,2013:85).

Risk iki temel 6zellik ile karakterize edilir:

= Olasilik (her sonucun ortaya ¢ikma ihtimali)
= Etki (olasi olumsuz sonuglarin siddeti)

Risk analizinde kullanilan yontemlerden biri olan risk matrisi, iki risk degiskenini, istenmeyen olayin ortaya ¢ikma ihtimali
(olasilik) ve istenmeyen olayin ciddiyeti (etki) kullanilarak gelistirilir. Sekil 3 Gzerinde gosterilen risk matrisinde, olasilik dikey
olarak yer alirken, etki (potansiyel sonuglar) yatay dizlemde gosterilmistir. Risk matrisindeki her hiicre, riske maruz kalma
diizeyine goére numaralandiriimigtir.
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Sekil 3: Risk Matrisi
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Kaynak: Waters, 2007:140’den gelistirilmistir.

Risk Degerlendirme- Risk degerlendirme sireci, risk analizinin sonuglarina dayali olarak hangi risklerin kontrol altina alinmasi
gerektigi ve onceliklerin belirlenmesi konusunda kararin verildigi asamadir. Bu degerlendirmenin sonucunda, her bir riskin
ciddiyeti saptanir. Riskler risk matrisinin sag kdsesine dogru ilerledikge daha olasi hale gelir ve gergeklesmesi durumunda daha
ciddi bir etki yaratir. Bu nedenle, risk daha fazla 6nem kazandigi i¢in derhal ve etkili risk kontrol tedbirleri ahinmalidir (Hopkin,
2017:22).

Sekil 4: Risk Haritasi
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Kaynak: Waters, 2007:138

Sekil 4 Gizerinde gosterilen “x” terimi riskleri ifade etmek igin kullaniimistir. Risk haritasinda, en dnemli olarak nitelendirilen A
tird riskler, sonuglarinin etkisi yliksek olan kritik Gheme sahip risklerdir. Faaliyetleri yikici derecede ihlal eden ve zarar veren
riskleri temsil eder. Bu tir risklere dncelik verilerek acil 6nlem stratejilerinin derhal alinmasina ihtiyag vardir. Gerekli
goruldigi takdirde, yonetim, risk kabul edilebilir seviyeye disuriliinceye kadar faaliyetleri durdurmalidir. Orta kategoride
bulunan B riski ise ciddi riskleri temsil etmektedir. Bu risklerin ortaya ¢ikma olasiligini azaltmak ve etkisiyle basa ¢ikabilmek
icin ihtiyati tedbirler alinmasi gerekir. Diger bir ifadeyle, ilave 6nlemin var olmasi gerektigi anlamina gelir. Onemi az olan, C
seviyesinde bulunan riskler, genelde kabul edilebilir nitelikte risklerdir. Bir olayin olma ihtimalinin disik oldugunu ve/veya
etkisinin ihmal edilebilir diizeyde olumsuz olmasi beklenir. Ancak, risk dizeyini arttirabilecek degisiklikleri fark etmek igin
tehditler strekli gbzlemlenmelidir (Waters, 2007:139).

Riskin Kontrol Altina Alinmasi- Risklerin kontrol altina alinmasinin amaci, riski kabul edilebilir bir seviyeye indirgemektir. Risk
kontrol, alinan 6nlem planlaridir. Yonetici, riskin kontrol altina alinmasi stirecinde su sorular tzerinde yogunlagsmalidir (Aksu
vd., 2016:141).

= Risk kabul edilebilir bir seviyenin tstiinde mi?

=  Riskleri ortadan kaldirmak veya etkisini azaltmak igin ne yapilabilir?

= Avantajlar, riskler ve kaynaklar arasinda uygun denge nedir?

= Tanimlanan risklerin kontrol edilmesi sonucunda ortaya gikan yeni riskler var mi?

Riski Azaltma / Onleme- Bu asamada, bir risk kabul edilebilir seviyeyi astiginda, riskin azaltilmasi veya énlenmesi siireglerine
odaklanilir. Risk azaltma/énleme siireci, zararin siddetini ve olasiligini azaltmak i¢in alinan énlem planlarini igerir. Risk azaltma
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onlemlerinin uygulanmasi, sistemde yeni riskler meydana getirebilecegi gibi mevcut diger risklerin 6nemini de arttirabilir.
Dolayisiyla, risk azaltma sirecini uyguladiktan sonra olasi herhangi bir degisikligi belirlemek ve degerlendirmek igin risk
degerlendirmesini tekrar gozden gegirmek gereklidir (Sikdar, 2017:138).

Riskin Kabulii- Risk kabul(, belirli bir riskin olasiligini ve sonuglarinin etkisini kabul etmek igin bilingli bir karar verme surecidir.
Risk kabul kriterleri, organizasyona dahil olan taraflarin politikalari, hedefleri ve gikarlarina baghdir. Bu yaklagim, riski azaltan
onlemlerin uygulama maliyetinin, faydalari astigi durumlarda veya is gelistirme galismalari igin risk seviyesinin gerekli oldugu
durumlarda gegerli olabilmektedir (Katsikas,2013:510).

4. VERI VE METODOLOVi

Calismada nitel bir arastirma yontemi olan vaka analizi yontemi kullanilmistir. Vaka analizi yontemi kullanilmasinin nedeni,
bir organizasyon icinde Avustralya ve Yeni Zelanda Standardi AS / NZS4360:2004 risk yonetim modelinin uygulanabilirligini
arastirmaktir. Bir diger neden ise tarimsal tedarik zinciri yonetiminin dogasi, kapsami ilke ve kavramlari ile birlikte bir
organizasyon iginde riskleri goriinir ve 6lgllebilir hale getirmek yani stibjektifligini azaltma geregidir. Bu siregte, dncelikle
firmanin tedarik zinciri faaliyetlerini birbirinden ayri olarak incelemek igin mevcut durumun deger akis haritasi gizilmistir.
Deger akis haritasi, tretimden baslayan ve nihai musteriye kadar katma degeri olan ve olmayan tiim faaliyetleri igine alan
genis bir slireci yansitmigtir.

ilk asamada, arastirmanin kavramsal cercevesini olusturmak amaciyla olasi tedarik zinciri riskleri incelenerek, firmanin tedarik
zinciri faaliyetleri sirasinda, zincirin kirllmasina neden olabilecek riskler tespit edilmistir. Firma yetkilileriyle yapilan ¢alisma
sonucunda tespit edilen bu riskler, faaliyet alanlarina gore siniflandirilarak; gevresel risk (CEV_R), tedarik riski (TED_ R),
operasyonel risk (OPR_ R), politik risk (POL_R), &rgitsel risk (ORG_R) ve finansal risk (FIN_R) olarak 6 baglk altinda ele
alinmustir. Risklerin siklik derecelerinin (olasilik) ve etki diizeylerinin belirlenmesi asamalarinda, sirketin ge¢mis yillara ait
risklerin kaydedildigi istatistiksel yazilim programindan (ERP) faydalanilmistir. Firmanin tedarik zincirinden elde edilen veriler
dogrultusunda, risklerin gergeklesme olasiliklari ve etki seviyelerinin sayisallastiriimasi igin birer 6lgek gelistirilmistir (Tablo1
ve Tablo2).

4.1. Firma Profili

Merkezi Avrupa’da olan sirketin, diinya ¢capinda 95’i askin ulkede yaklasik 30.000 ¢alisani bulunmaktadir. Sirket, strekli
geliserek tarimda deger yaratmayi, diinya ¢apinda Ureticilere ve gida zincirine zamaninda ve kaliteli tarim GriinG tedarik
ederken insana ve gevreye duyarlili§i amag edinmistir. Ayni zamanda, piyasa talebinin dnemli bir kismini karsilarken rekabetgi
bir kar elde etmeye galismaktadir.

Tirkiye, sirketin diinya genelinde, tarim iretimini en fazla gerceklestirdigi tilke olarak &n plana ¢ikmaktadir. Uretim yapilan
bélgeler, en fazla tiretim alanina gére siralandiginda, ilk sirada i¢ Anadolu Bélgesi yer alirken ikinci sirayi Ege Bélgesi takip
etmektedir. Sirketin, 2019 {retim yili i¢in ekim alanlari bélge bazinda su sekilde gerceklesmistir; ic Anadolu Bélgesinde, 3 bin
900 hektar (ha), Ege Bolgesinde; 2 bin 450 ha olmak tzere toplam 6 bin 350 (ha)’lik ekim alaninda misir ve aygicegi bitkileri
yetistirilmistir.

Tirkiye'de Uretilen Grlnlerin %75’i ihrag amagli olarak kiresel pazarin talebini karsilamaya yonelik olup %25’lik kismi ise yurt
ici pazar igin elde tutulmaktadir. Firmanin ihracat yaptigi iilkelerin basinda Rusya, Ukrayna, Kazakistan, italya, iran, Irak ve Fas
gelmektedir.

4.2. Veri

Arastirma kapsaminda, 3’l ¢evresel risk, 4’ tedarik riski, 5'i operasyonel risk, 3’ politik risk, 3G orgitsel risk ve 3’ finansal
risk olmak tzere toplam 21 risk tespit edilmistir.

Cevresel riskler; iklim ve salgin hastalik gibi dis ¢evre kaynakl tehditlere karsi gelistirilmistir. Bu bashk altinda 3 risk
incelenmistir.

CEV_R1: Misir bitkisi Gretiminin, ¢giceklenme periyodunda asiri sicaklarin tozlasma ve dane tutma oranini olumsuz etkilemesi.

CEV_R2: Yogun yagislar nedeniyle ilkbahar ekim periyodunda ekimlerin gecikmesi ve buna bagli olarak sonbahar hasat
déneminde hasat faaliyetlerinin gecikmesi.

CEV_R3: H1N1, Covid-19 gibi salgin hastaliklarin tedarik zincirinin isleyisini ve faaliyetleri olumsuz etkilemesi.

Tedarik riskleri; mevcut tedarikgilerin sirkete olan taahhtlerini zamaninda ve istenilen sekilde yerine getirememesi lizerine
gelistirilmistir. Bu baslik altinda 4 risk incelenmistir.

TED_ R 1: Uretim girdisi olarak kullanilan gogaltim materyallerinin (orjinal tohum) eksik ya da ge¢ tedarik edilmesi.

TED_ R 2: Nakliye hizmet kalitesinin dlslk olmasi nedeniyle Griiniin misteriye zamaninda teslim edilememesi ya da eksik
teslim edilmesi.
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TED_ R3: Satilmayan drinlerin kalite degerlerinin diismesi ve paketlerin fiziki gériiniimlerinde deformasyonlar meydana
gelmesi.

TED_ R4: Dis kaynak kullaniminda teknik risk; Grinlerin kalitesi, spesifikasyonlari ve islevselliginin istenilen standardi
karsilamamasi. Performans riski; tedarikginin genel olarak satin alma doénglsini ylUritme ve teslim etme performansinin
dusukligh. Sozlesme riski; sozlesmede tanimlanan performans gostergelerinin tedarikginin gergeklestirmesi gereken
hedefleri yeterince kapmamasi.

Operasyon riskleri; mal ve hizmet tretimi ile ilgili siireglerde, dahili kontrol mekanizmasinin eksikligi, personel/calisan hatalari
ve i¢ sistemin zayifligi ile iliskilendirilmistir. Bu bashk altinda 4 risk incelenmistir.

OPR_ R1: Uriin kalitesinde uygunsuzluk meydana gelmesi. Onceki proses siirecinden kalan, teknik zorluklar nedeniyle yeterli
temizlenememesinden kaynaklanan kimyasal ilag kalintilarinin Griine bulagmasi.

OPR_ R2: Elektrik ve diger enerji kaynaklarinin kesintiye ugramasi nedeniyle ortalama %35 nem ile hasat edilen misir bitkisinin
kurutma isleminin gecikmesi.

OPR_ R3: Depolama ortaminda isinin ve nemin yiiksek olmasi nedeniyle tahil zararllarinin populasyonunu arttirmasi.
OPR_ R4: Hareketli pargalarin bulundugu makinelerin bakimi ve temizligi sirasinda is kazasi meydana gelmesi.
OPR_ R5: Uretim alanlarinda hayvan (ari, yilan, domuz, kurt) saldirilarina bagli yaralanmalar olmasi.

Politik riskler; ticari faaliyetleri olumsuz etkileme potansiyeli olan, ani ve hizli bir sekilde meydana gelen, 6nceden tahmin
edilmesi zor herhangi bir siyasi olay ya da karara karsi gelistirilmistir. Bu bashk altinda 3 risk incelenmistir.

POL_R1: Ambargo- ihracatta 6nemli bir pazar payina sahip Ulkeler ile ticaret engeli olmasi.
POL_R2: Hukiimet tarafindan ithalati kisitlayan, beklenmeyen diizenlemeler gergeklesmesi.
POL_R3: Tarimsal Destekleme Politikalari — Devlet tarafindan alternatif Griin destekleme politikalari uygulanmasi.

Orglitsel riskler; organizasyonun uzun vadede stratejik amag ve hedeflerine bagl olarak gelistirilen, insan kaynaklari ile iliskili
risklerdir. Bu baslik altinda 3 risk incelenmistir.

ORG_R1: Tedarik zinciri organizasyonunda kaza, hastalik, emeklilik, kariyer firsati gibi nedenlerle kilit personel kaybi
yasanmasl.

ORG_R2: Yogun sezonda, nitelikli teknik uzman personel eksikligi meydana gelmesi.
ORG_R3: Orgiit kiiltiirli ile organizasyon yapisinda uyumsuzluk olmasi.

Finansal riskler; sirketin finansal pozisyonundaki degisiklikler ile tercihlerinin sonucundaki basarisizliklar ve mevcut yasal
dizenlemelere uygun davranilmamasi neticesinde ortaya gikabilecek tehditlere karsi gelistirilmistir.

FiN_R1: Finansal Raporlama Standartlarinda 6nemli degisiklikler sonucu, FVOK (faiz ve vergi dncesi kar) ve diger kilit rakamlar
Gzerinde ciddi etkilerin meydana gelmesi.

FiN_R2: Teminatsiz borglari olan kilit miisterilerin temerriide diismesi neticesinde ddemesi gereken borcunu 6deyememesi.

FiN_R3: Dogrudan veya lciincii kisiler vasitasiyla herhangi bir kamu gorevlisine, tedarikgiye veya misteriye riisvet ya da
degerli bir hediye vb. yasadisi islemler ile 6deme yapilmasi neticesinde cezalar ve itibar kaybi yaganmasi.

4.3. Metodoloji

Tablo 1’de yer alan olasilik gostergeleri,tedarik zincirinin isleyisini ve faaliyetleri 5nemli 6lciide etkileyebilecek her olasi riskin
bir zaman dilimi igerisinde gerceklesme durumunu ifade etmek igin 6 kategoride olusturulmustur. Sikhik derecesi
tanimlamalarinda, “A” gerceklesme olasilig ¢ok yiiksek riskleri, “B” g yilda bir meydana gelen, gerceklesme olasiligi yiiksek
riskleri, “C” doért, bes yilda bir meydana gelen, gergeklesme olasiligi orta seviyede olan riskleri, “D” alti ile dokuz yil arasinda
meydana gelen, gerceklesme olasiligr diisik riskleri, “E” sektorde on yilda bir karsilasilan, gerceklesme olasihgl ¢ok disik
riskleri, “F” ise ihtimal verilmeyen yani dngoriilemeyen riskleri ifade etmek igin kullaniimistir.Riskler gergeklesme olasiligina
ilskin olarak firmanin tedarik zinciri faaliyetlerinin niteligine, risk tiirlerine ve organizasyonun hedeflerine bagli olarak
belirlenmistir. Bu asamada, kayitlara dayal tahminler, akis gizelgeleri, beyin firtinasi, sistem analizi ve senoryo gibi teknikler
kullanilarak gelistirilmistir.
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Tablo 1: Olasilik Gostergeleri

Sikhik Tanim Gosterge Sikhigi | Agiklama
Derecesi

A Cok Yiuksek <1-2yil Tesis veya organizasyon genelinde her yil ile iki yilda bir meydana
gelen olay

B Yiiksek 3yl Organizasyon genelinde her g yilda bir meydana gelen bir olay

C Orta 4-5 yil Muhtemelen organizasyon genelinde dort ile bes yilda bir meydana
gelen bir olay

D Dusuk 6-9 yil Organizayonda alti ile dokuz yil arasinda meydana gelen olay

E Cok Diistik 10yil Sektorde siklikla karsilasilan bir olay

F Ongorilemeyen 510-100 yil Beklenmedik bir olayin gergeklesmesi

Etki degerlendirme 6lgegi ise organizasyonun ve diger paydaslarin endise duydugu temel hususlara ve hedeflere bagl olarak
belirlenmistir. Orgiit ya da faaliyet bir biitiin olarak degerlendirilmeye tesebbiis edilirse, risk tanimla verimsiz olacaktir. Bu
nedenle, faaliyetleri bolimlere ve kilit unsurlara ayirmak her zaman daha etkilidir. Tablo 2’de gosterildigi gibi tarimsal tedarik
zincirinde, risk degerlendirmesini yapilandirmak igin “Etki Degerlendirme Olgegi” alti unsur olarak tanimlanmistir. Tablo 2,
saglik ve glivenlik, maddi duran varliklar, tirlin glivenligi-cevre ve mali basari ile ilgili kriterlere sahip bir kurulus tarafindan
kullanilabilecek niteliksel sonug tablosunu gostermektedir. Ayrica, risklerin finansal etkilerini de dikkate alr. Etki
degerlendirme 6lgeginde yer alan finansal gosterge araliklari sirketin brit kari baz alinarak belirlenmistir. Belirlenen araliklar,
sirketin bir yilda elde ettigi satis gelirini korumak Uzere tasarlanmistir. Hafif etkiye sahip risklerin finansal degeri, 1 milyon
dolara esit ve daha az olan riskleri, ciddi etkiye sahip risklerin finansal degeri, 1 milyon dolardan daha biiyik ve 3 milyon dolara
esit riskleri, tehlikeli etkiye sahip risklerin finansal degeri, 3 milyon dolardan daha biiyik ve 5 milyon dolara esit riskleri,
katastrofik etkiye sahip risklerin finansal degeri ise 5 milyon dolardan daha biiylk riskleri ifade etmek igin tanimlanmistir.

Tablo 2: Etki Degerlendirme Olgegi

neticelenmeyen aksama

kaybina neden
olabilecek
blyuklikte bozulma

sonuglanan aksama

Hafif Ciddi Tehlikeli Katastrofik
Finansal < $ 1 milyon >$ 1 milyon >$ 3 milyon >$ 5 milyon
< S 3 milyon < $ 5 milyon
Saglik ve *{lk yardim tipi *Birkag kisiyi *Ciddi yaralanma, *Bir veya daha fazla
Giivenlik yaralanmalar etkileyen kisa streliis | surekliis gérmezlik 6limli kaza ya da
*Geri dondurilebilir gunil kayiph kazalar *Geri donuisu toplu kalici sakathk
meslek hastaliklari mimkin olmayan
meslek hastaliklari
Maddi Duran *1-2 ayhk kesinti *Yaklasik 3 ayhk *Yaklasik 6 aylk *12 aylik kesinti
Varhklar kesinti ile kismi kesinti ile buytk suresi ile yikim
tahribat zarar
Tedarik *Satis kaybi ile *Zincirde satig *Kesin satis kaybiile | *Tim sezon satisinin

kaybedilmesi ile
sonuglanan uzun
dénem pazar kaybi

Uriin Giivenligi

*Cevreye salinim etkisi

*Cevrede minumum

*Cevreye belirgin

*Cevrede kalici, geri

daha fazla ilgi cekmesi
mimkin olmayan bir
olay

rapor edilen ancak
daha genis bir
kampanyanin pargasi
olarak kurulusa karsi
kullanilabilecek bir
olay

alan ve is diinyasi
tarafindan rapor
edilmesi muhtemel
bir olay

ve Cevre isletme sinirlari iginde diizeyde gegici hasar ancak kisa donemli donlsimi olmayan
meydana gelmesi etki, potansiyel hasar ve sorumluluk
hukuki yaptirimi olan | potansiyeline sahip
olay buyik etki
itibar *Yerel olarak bildirilen *Yerel toplulukta *Ulusal medyada yer | *Uluslararasi

medyanin ilgisini
cekebilecek ve
muhtemelen hisse
fiyatini olumsuz
yonde etkieyecek bir
olay
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4.4. Aragtirmanin Bulgulan, Analizi ve Degerlendirmesi

Sirketin tarimsal tedarik zincirinin kesintisiz bir bicimde islemesini engelleyen risklerin gergekligini ortaya ¢ikarmak amaciyla
risk matrisi (L tipi — 6x4) kullanilmistir. Sekil 5 tizerinde gosterilen L tipi — 6x4 risk matrisinde olasilik, A — F olarak 6 degere
sahiptir. Etki ise hafif, ciddi, tehlikeli ve katastrofik olarak 4 kisimda degerlendirilmistir. Analiz degeri olan risk seviyesi, bu iki
boyutlu matriste, olasilik derecesi ve etki diizeyi degerlerinin ¢arpimindan f = (Olasilik x Etki) elde edilmistir.

ou

Sekil 5 Gzerinde gosterilen, risk matrisine yerlestirilen riskler, 6nem derecelerine gore; “en 6nemli”, “orta derecede énemli”
ve “Onemi en az olan” riskler olmak Uzere Ug kategoride siniflandirilmistir. Burada, “en 6nemli” olarak nitelendirilen, kirmizi
alanda yer alan risklerdir (OPR_R2, TED_R 1, TED_R 3, CEV_R1, OPR_R1, CEV_R2, OPR_R3 ve POL_R1). Bu risklerin en belirgin
ozelligi; gergeklesme olasiliklarinin ve etki diizeylerinin ylksek olmasidir. Diger kategoride olan 6nemi “orta derece olan
riskler” ise sari alanda yer almaktadir (ORG_R3, POL_R2, POL_R3, ORG_R2, FIN_R1, GEV_R3, FIN_R3). Bu kategoride yer alan
risklerin, kabul edilebilir olmasi igin iyi bir kontrole bagli olmasi gerekir. Bu risklerin, ortaya ¢ikma olasiligini azaltmak ve
etkisinin diizeyini distirmek igin ilave tedbirler ahnmalidir. Ayni zamanda, bu riskler belirlendiginde, tedbir almadan 6nce
ydnetim tarafindan fayda/maliyet analizi yapiimalidir. “Onemi en az olan riskler” ise yesil alanda yer alan kabul edilebilir
risklerdir (OPR_R4, FIN_R2, TED_R2, TED_R4, OPR_R5 ve ORG_R1). Bu risklerin gerceklesme ihtimalinin diisiik olmasinin
yaninda, etkisinin de ihmal edilebilir diizeyde oldugu sdylenebilir. Kirmizi ve sari renkte yer alan risklere gore, olasiliginin ve
etkisinin daha diisiik oldugu agik¢a gorilmektedir.

Sekil 5: Analiz Edilen Risklerin Risk Matrisindeki Konumu

4 3 1 i
Eiki
Hafif Chdai Tehlikeli Katastrofik
ik J— “S1milyon e milyon 55 wllven
= v <81 milyon <55 mikyvom :
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B Vitkiok ORG_R3

POL_R2
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POL_R3
ORG_R2
[E] DHiguk
FiN_R1
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LLGEERY bt
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En 6nemli riskler incelediginde; tarimsal tedarik zincirinin isleyisini ve hedefleri olumsuz yénde etkileme potansiyeline sahip
oldugu gozlenmistir. Bu gruba giren risklerden cevresel riskler, ilkbahar ekim periyodunda yogun yagislar nedeniyle ekimlerin
gecikmesi ve giceklenme déneminde misir bitkisinin asiri sicaklardan etkilenmesidir. Tarim sektord, yapisi itibariyle, asiri yagis,
sel, asiri sicak, kuraklik gibi iklimsel tehlikeye egilimlidir. Tedarik risklerinde ise tarimsal tedarik zincirinin baslangi¢ noktasinda
yer alan Uretim girdisi olarak kullanilan ¢ogaltim materyallerinin eksik ya da ge¢ tedarik edilmesidir. Bu risk gergeklestiginde,
ekim periyodunun kagirilmasi, pazara eksik ya da ge¢ tohum temini dolayisiyla satis kaybi ile sonuglanacaktir. Bu kategoride
yer alan diger riskler incelendiginde; satilmayan Urtnlerin kalite degerlerinin, niteliklerinin diismesi ve paketlerin fiziki
gorinimlerinde deformasyonlar meydana gelmesidir. Bu risk meydana geldiginde, hasar gérmis Urlinlerin yeniden islemden
gecmesi, kalite testlerinin ve sertifikalarinin yenilenmesi, kalite kriterlerine uygun olmayan drinlerin imha edilmesi
gerekecektir. Buna bagh olarak, ekonomik kayip s6z konusu olacaktir. Operasyon riskleri incelendiginde, en énemli riskin
Grinan kalitesinde uygunsuzluk oldugu tespit edilmistir. Firma, tretilen tarim Grinlerini, hastalik ve zararlilara karsi korumak
icin gesitli bitki koruma ilaglari (insektisit, fungusit, herbisit) kullanmaktadir. Birgok bocek tiiriine karsi bir gesit pestisit olan
“Tiametoksam” etken maddeli ilag, neonikotinoidler sinifinda bir insektisittir. Bu etken madde kullanilarak tretilen Granlerin,
arilara karsi zehirli oldugu ve bunun neticesinde koloni halinde 6limlere sebebiyet verdigi gerekgesi ile Avrupa ulkelerine girisi
yasaklanmistir. Onceki proses siirecinde, paketleme hattinda, teknik zorluklar nedeni ile yeterli sekilde temizlenememesinden
kaynaklanan Tiametoksam etken maddeli ilag kalintilarinin, Avrupa Birligi tilkelerinin siparisi igin Uretilen Grinler ile temasinin
olusmasi durumunda, trlinlin pazardan geri ¢ekilmesi, itibar ve pazar kaybi ile sonuglanacagi agiktir. Diger dnemli operasyon
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riski ise Grinlerin depolama kosullari ile ilgilidir. Depolama kosullari, tarim Urlnlerinin canlihgini ve gliciinl etkileyen en
onemli kalite kriterlerinden biridir. Depolama ortaminda, 1sinin ve nemin yiiksek olmasi, tahil zararlilarinin (kemirgen, bocek)
popilasyonunu arttirarak, Grinin kalitesinde ve miktarinda kayiplar meydana getirecektir. Bu kategoride yer alan diger
onemli risk ise elektrik ve diger enerji kaynaklarinin kesintiye ugramasidir. Ortalama %35 nem ile hasat edilen misir bitkisinin
kurutma isleminin gecikmesi neticesinde, Urlinde kizisma meydana gelerek, canliligini kaybetmesine neden olacaktir. En
onemli riskler iginde yer alan Politik risklerden en kritik olani ise ihracatta 6nemli pazar payina sahip Ulkeler ile ticaret
engelidir. Bu riskin gergeklesmesi durumunda, satis hedefleri biiyiik 6lglide etkilenerek pazar kaybedilmesi ile sonuglanacaktir.

Orta derecede 6nemli olarak nitelenen risklerin kontrol altinda tutulmasi igin ilave énlemler alinmasi kritik bir gereklilik olarak
gorilmektedir. Bu kategoride yer alan gevresel risklerin icinde tanimlanan salgin hastaliklarin (HIN1, Covid-19), tedarik
zincirinin isleyisini ve faaliyetleri olumsuz etkileme potansiyeli vardir. Bu riskin gergceklesmesi durumunda, muhtemel
sonuglari su sekilde 6zetlenebilir; sinirlarin kapatilmasi, seyahatlerin kisitlanmasi, cografi bolgelerin karantina altina alinmasi,
belirli bir siire igin Gretimin durdurulmasi, sirketlerde personel aliminda azalma olmasi ve mevcut personelin bu donemde
calismaktan ¢cekinmesi en belirgin etkileridir. Orgiitsel riskler incelendiginde; nitelikli, egitimli, teknik is giicii eksikligi riski, i¢
ve dis basarisizlik maliyetlerinin artmasina neden olacaktir. Orgiitsel risklerden diger bir risk, 6rgit kiltiirii ile organizasyon
yapinin uyumsuz olmasidir. Orgiit kiltiirl, organizasyonun uzun vadeli hedefleri, stratejileri ve politikalarinin
gerceklestiriimesinde énemli bir rol oynamaktadir. Organizasyon farkli kiiltiire sahip calisanlardan olusmaktadir. Orgiitiin
sahip oldugu kiltir ile benzer 6zellik tasiyan ¢alisanlarin bir arada olmasi son derece 6nemli ve gereklidir. Dolayisiyla, bu risk,
tedarik zincirinin tam verimlilikle galismasina engel niteliktedir. Bu grupta yer alan politik riskler incelendiginde; tarimsal arzin
belirlenmesi Gzerinde etkin bir role sahip olan devlet, dis ticarete yonelik miidahale olarak ithalati kisitlama yetkisine sahiptir.
Bunun disinda, devlet fiyata yonelik miidahale yaparak, sirketin Grettigi tarim Grini disinda alternatif bir Giriini destekleme
politikasi uygulayabilir. Alternatif Grin fiyatlarinin yliikselmesi neticesinde sirketin Uretim maliyetleri artacaktir. Finansal
riskler incelendiginde; Finansal Raporlama Standartlarinda, dnemli degisiklikler sonucu FVOK ve diger kilit rakamlar {izerinde
ciddi etkilerin meydana gelmesidir. Finansal Raporlama Standartlarinda ve yasal mevzuattaki degisimler, mali durumu
olumsuz yonde etkileyebilir. 01.01.2019 tarihinde yirirlige giren IFRS 16 Kiralamalar Standardi, faaliyet kiralamasi yapan
sirketin finansal tablolari Gzerinde 6nemli bir etkisi oldugunu géstermektedir. IFRS 16 yeni standarda gore rapor edildiginde,
sirketin bilangosunda, varlk ve yikimliliklerde artis, 6zkaynaklar da ise diisme oldugu tespit edilmistir. Finansal riskler igcinde
yer alan diger bir risk ise kamu gorevlileri dahil, diger tGglincu taraflar (tedarikgi, musteri) ile olan islerin usulsiz bir sekilde
yerine getirilmesidir. Dogrudan ya da dolayli olarak, yasa disi bir 6deme, riisvet ya da degerli bir hediye sirketin itibarini kot
yonde etkileyecektir. Bu riskin gergeklesmesi durumunda, sirket hakkinda yasal islem yapilacaktir. Bunun yani sira, mali
kayiplar ve misteri sayisinin diismesi ile sonuglanacaktir.

Onemi en az olarak nitelendirilen, kabul edilebilir &zellikteki risklerin, risk diizeyini arttirabilecek tehditler siirekli
gozlenmelidir. Bu kategoride yer alan 6rgutsel risklerden; tedarik zinciri organizasyonunda, kaza, hastalik, emeklilik veya
kariyer firsati gibi nedenlerden dolayi kilit personel kaybi yasanmasi, belirsizlik ve stres artisina sebep olacaktir. Bu durumda
verimliligin dismesi ile sonuglanacaktir. Bu kategoriye giren tedarik risklerinden, nakliye hizmet kalitesinin diisik olmasi
nedeniyle Urlinin misteriye zamaninda teslim edilememesi veya eksik teslim edilmesi riskinin en belirgin etkisi musteri
memnuniyetsizligi ile neticelenecek olmasidir. Sevkiyat esnasinda yuksek sicakliklar veya kaza gibi nedenlerle urlinlerin
zarar/hasar gérmesi riski satis kaybi ile sonuglanarak, maliyetlerin artmasina neden olacaktir. Tedarik riskleri iginde
degerlendirilen diger bir risk ise dis kaynak kullaniminda karsilasilan riskler ile ilgilidir. Sirket, hedeflenen uretimi,
karsilayabilecek yetkinlikte (kapasite) olmadigl zamanlarda dis kaynak kullanimini tercih etmektedir. Dis kaynak kullanimi,
tedarik zinciri ydnetiminin en 6nemli tamamlayici 6gelerinden birini temsil eder. Dis kaynak kullanimina bagli gergeklestirilen
Uretimin, tedarik zincirini teslimat giivenirliligi, teslimat siiresi ve Griin kalitesi ydniinden olumsuz etkileme potansiyeli vardir.
Buna ek olarak, bu tglincil parti saglayicilarinin performans sorunlari, dngérilemeyen operasyonel sorunlar ve ilave maliyetler
ile sonuglanabilir. Dis kaynak kullaniminda, bir diger 6nemli konu, gizli bilgiler ve ticari sirlarin yanlislikla veya kasith ifsa
edilmesidir. Dolayisiyla dis kaynak kullaniminda olasi riskler yénetilmedigi takdirde, sirketin itibarina zarar verebilecek
nitelikte etkileri meydana getirir. Finansal riskler incelendiginde, teminatsiz borglari olan kilit miisterilerin temerriide dismesi
neticesinde 6demesi gereken borcunu 6deyememesi riski her zaman bulunmaktadir. Bu riskin en olumsuz etkisi, firmanin
nakit akisini direkt olarak etkileyerek, net kari azaltmasidir. Firmanin misteri segmentasyonu incelendiginde, teminatsiz
borglari olan musterilerin borg bakiyeleri tehdit olusturmayacak diizeyde bulunmustur. Bu kategori altinda degerlendirilen
operasyon risklerinden, haraketli pargalarin bulundugu makinelerin bakimi ve temizligi sirasinda is kazasi meydana gelmesi
riskinin, risk diizeyi kabul edilebilir seviyede bulunmustur. Bunun nedeni, firma, bakim ve onarim galismalarini gergeklestirme
esnasinda, etiketleme/kilitleme yontemini kullanarak enerjinin tamamen kesilmesini saglamaktadir. Ayrica makinelerin
hareketli pargalar ile fiziksel temas 6nlenmistir. Operasyon riskleri icinde degerlendirilen, liretim alanlarinda hayvan (ari,
yilan, domuz, kurt) saldirilarina bagli yaralanma riski de saglk ve gtivenlik risklerindedir. Hayvan saldirilarina maruz kalma riski
ciddi yaralanmalarla ve olimle sonuglanabilir. Bu riskin olasiligini ve etkisini azaltmak i¢in halihazirda uygulanmakta olan
glvenlik 6nlemleri su sekildedir; yilan sokmasi riskinin etkisini azaltmak igin diz boyu botlar giyilmesi, ari sokmasini engellemek
icin kovucu sprey veya losyon kullanilmasi, yalniz calismaktan kaginma ve kisisel koruyucu ekipmanlarin kullanimi konusunda
ekip liderinin vasitasiyla disiplinin olusturulmasi ve etkili denetimin saglanmasidir.
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5. SONUC

Tarimsal isletmeler, faaliyetlerini riske ¢ok agik bir ortamda sirdiirmektedir. Bu nedenle, tedarik zinciri yoneticilerinin baslica
endiselerinden biri, zincirin herhangi bir halkasinda aksaklik meydana gelmesidir. ClinkQ Gretim veya teslimat sireglerinde
gerceklesen bir kirllma, satis kayiplari, gelirlerin azalmasi, kar kaybi ve belki de en 6nemlisi firmanin itibarinin zedelenmesine
neden olacaktir.

Uygulamadan elde edilen analiz sonuglari incelendiginde, sekiz risk en dnemli, yedi risk orta derece 6nemli ve alti risk ise diger
risklere gére 6nemi daha az olarak bulunmustur. Oncelikle firmanin acil 6nlem almasi gereken en kritik riskin {iriin kalitesinde
uygunsuzluk (OPR_ R1) riski oldugu gérilmektedir. Yapilan degerlendirmelerde, sz konusu riskin ortaya gikma olasiliginin {i¢
yilda bir oldugu ve gergeklestiginde firmaya olan etkisinin cezai yaptinm dahil, pazar ve itibar kaybi ile sonuglanacagi
belirtilmistir. Operasyon siireglerinde, depolama kosullari (OPR_ R3) riski, en 6nemli riskler iginde degerlendirilmektedir. Bu
riskin ortaya ¢ikma olasiliginin dort yilda bir ve etkisinin sonucu iriin kalitesinde ve miktarinda kayiplar yasanmasidir. Cevresel
risklerden, tiretim faaliyetini etkileyen en kritik risk ise iklim ile ilgilidir. Uretim yapilan bélgelerde, asiri yagislar (CEV_R2) ile
ilgili riskin ortaya ¢ikma sikhigi bes yilda bir ve etkisinin verim kayiplari haricinde, ekili bitkinin arazide kalma siiresinin uzamasi
ile birlikte, tarlalarin bozulmasi ile sonuglanacaktir. Tespit edilen diger bir kritik Gneme sahip risk ise diger ulkeler ile olan siyasi
anlagmazliklar nedeniyle ticaretin engellenmesi (POL_R1) riskidir. Bu riskin ortaya g¢ikma sikhigi dokuz yilda bir ve
gerceklesmesi halinde sonucunun etkisinin pazar kaybina neden olmasi beklenmektedir. Tedarik risklerinden (TED_ R1) riski
de onlem alinmasi gereken riskler icinde degerlendirilmistir. En temel Gretim bilesenlerinden biri olan g¢ogaltim
materyallerinin ithalatinda yasanan gecikme ya da eksik tedarik edilmesi riskine sirket her yil maruz kalmaktadir. Bu riskin
etkileri degerlendirildiginde, ekim periyodunun kagirilmasiyla pazara eksik ya da geg rin temini s6z konusu olacaktir.
Dolayistyla, satis kaybi ile sonuglanacaktir. Onlem alinmasi gereken diger bir tedarik riski ise satilmayan triinler (TED_ R3) ile
ilgili olan risktir. Bu riskin ortaya ¢ikma olasiligi her yil olarak belirlenmistir. Satilmayan tarim Grunleri, yalnizca bir sonraki satis
sezonu igin stokta tutma maliyetine (elde bulundurma maliyeti) katlanilmasina neden olmaz. Bunun yani sira, trin kalite
degerlerine bagli olarak “satilamaz” hale gelir ve bertaraf etmek igin ilave maliyetler gerektirir. Cevresel risklerden, misir bitkisi
Uretiminin ¢iceklenme periyodunda maksimum sicakligin 35 °C derecenin Uzerinde seyretmesi (CEV_R1) riski de onlem
alinmasi gereken riskler arasindadir. Firma, Gretim yaptig1 bolgelerde, Gg¢ yilda bir bu risk ile karsi karsiya kalmaktadir. Bu risk
gerceklestiginde, Uriinde kalite ve verim kayiplari meydana getirmektedir. Clnki bitkide yasanan su stresleri verimi 6nemli
Olgude etkilemektedir. Ciceklenme periyodunda asiri sicaktan kaginmak icin ge¢mis yillara ait iklim verileri analiz edilerek,
ekim doneminin erkene alinmasi riskin etkisini hafifletecek 6nlemlerden biridir. Her yil maruz kalinan diger bir operasyon riski
ise elektrik ve enerji kaynaklarinda yasanan kesinti (OPR_ R2) riskidir. Ortalama %35 nem ile hasat edilen misir bitkisinin
kurutma isleminin gecikmesi nem igeriginin ve sicakliginin artmasina neden olacaktir. Bu durumun sonucu olarak Urin
canhhgini kaybedecektir. Firma kurutma sisteminde, dogalgaz enerjisi kullanmaktadir. Dogalgaz enerjisine alternatif olacak
enerji kaynaginin temin edilmesi bu riskin 6nemini azaltacaktir.

Calisma kapsaminda onerilen Avustralya ve Yeni Zelanda risk yonetim modeli, tarim sirketlerinin maruz kaldigi risklerin
tanimlanmasi ve yonetilmesine yonelik olarak gelistirilmistir. Buna bagh olarak; olasilik gostergeleri ve etki degerlendirme
Olgegi, uygulama yapilan firmanin organizasyon yapisi, tedarik zinciri birimlerinde yuritilen gérev ve sorumluluklari, kilit
tedarikgileri, Uretim kapasitesi, insan kaynagi ve musterileri gibi unsurlar dikkate alinarak olusturulmustur. Risk analizi
asamasinda, risk skoru belirlenirken firmanin mevcut durum tedbirleri géz 6nliinde bulundurulmustur.

Son vyillarda, tedarik zinciri bozulmalarinda gozlenen artis ile birlikte, risk yonetimi, tedarik zinciri yénetiminin ayrilmaz bir
parc¢asl olma yolunda gelisim gostermektedir. Glnlimiz yoneticileri, tedarik zincirlerini, ciddi ve masrafli aksamalara karsi
korumak, misteri ve ortaklariyla kalici iligkiler kurabilmek icin tim siire¢ boyunca uygulanabilen risk yonetim tekniklerine
ihtiyag duymaktadir.

Yogun rekabet ortaminda, tedarik zincirinde yasanan bozulmalara tepki verebilmek veya bu bozulmalara karsi hazir olmak
icin her sirket mevcut bilgi sistemlerine risk ydonetim modelini entegre etmelidir. Sonug olarak, tedarik zincirinde risk yénetimi,
tarim sektorlnin istikrarli bir sekilde biylimesinde 6nemli bir rol oynamakla birlikte daha Uretken, givenilir ve yeterli
diizeyde gida arzi saglamaya yardimci olacaktir.

Calismanin kapsam ve sinirlamalari neticesinde ileride yapilacak olan arastirmalarda, tespit edilen her risk igin
azaltma/énleme stratejileri gelistirilebilir. Ayrica, 6nleyici faaliyetlerin fayda/maliyet analizleri de dikkate alinarak ¢alismanin
kapsami genisletilebilir.
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ABSTRACT

Purpose- This study is based on IHPS BPK Rl 2017 in the second semester. There are problems in terms of the performance of local
governments in Lampung Province. The purpose of this study is to analyze the effect of 4 successful factors of AlS consisting: service quality,
information quality, data quality, and system quality on organizational performance moderated by organizational culture.

Methodology- The population of this study is 29 Regional Apparatus Organizations (RAO) in South Lampung Regency using a saturated
sample. Contingency theory is the basis of this study in order to form a mindset connecting four successful factors of AIS supported by the
organizational culture of the leadership of the RAO on organizational performance. The analysis technique uses Structural Equation Model
(SEM) through the SMART PLS version 3.0 application.

Findings- The results of this study indicate that there is a significant positive impact on organizational performance which has been presented
by service quality. On the other hand, organizational performance is not influenced by information quality, data quality, and system quality.
Whereas, the organizational culture does not constrain the relationship of service quality, information quality, data quality, and system
quality on organizational performance.

Conclusion- This study concluded that service quality is positve significantly on the organizational performance. Whereas, the information
quality, data quality, and system quality insignificant relationship with the organizational performance in regional apparatus organizations.
Therefore, further studies could be conducted to include other variables such as employee motivation, employee performance, self-efficacy,
in indonesian local government.

Keywords: Service quality, information quality, data quality, system quality, organizational performance, organizational culture.
JEL Codes: H11, M41, M48

1. INTRODUCTION

The state as a public organizer obligates to meet the basic needs of the citizens. The basic needs consist of goods, services as
well as administrative services. The public services provided by public service providers show the government system whether
it is good or bad. The government organizes public services which represent the quality of the public bureaucracy. Therefore,
the government ought to reform the quality of public services to get people's satisfaction. In this case, the government has a
policy related to public services stated by the Decree of the Minister of Empowerment of State Apparatus
(KEP/25/M.PAN/2/2004). It explains the general guidelines for preparation of Public Satisfaction Index in the government
institution service unit. To improve the quality of public services, the government has formulated guidelines to improve the
quality of public services involving the public stated in Law Number 25 of 2009 mentioning that everyone has the right to use
the best public services. In accordance with Permendagri No. 13 of 2006, performance is defined as the output / results of
various activities / programs to use a measured quantity and quality budget as the target.
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Problems with public sector organizations, especially in Indonesia, still occur today. The results of audits of the Supreme Audit
Agency (BPK) in 2015 - 2017 have shown that the public service administration of Population Administration and the Office
of Investment and Integrated Services remains very low. Sunarto (Head of the Lampung Representative Financial Auditing
Agency) states that the poor performance quality of local governments is found in North Lampung, Central Lampung, South
Lampung and Tulang Bawang.

One of the critical success factors of organizational performance is service quality. To achieve the success of an organization,
there is one factor that is providing quality of service (Rahaman et al. 2011). According to Gowan, Seymour and |barreche
(2001), to provide public sector services is sophisticated. It deals with meeting and finding out the needs, setting priorities,
and allocating public resources. Public sector organizations are always pressured to provide service quality and improve
efficiency (Robbbin & Coulter, 2005). Service quality on organizational performance has a positive relationship (Ali et al. 2016;
Duncan & Elliot, 2002; Nazeer et al. 2014; Yasin et al. 2004).

Emery (1971) states that the information quality becomes the cause of a decrease in operating costs outside the information
processing system. Hamilton and Chervany (1981) state that improving computer-based information systems can be done
through corporate revenue. Bender (1986) examines the effect investigating financial information processes. It can be found
that the quality of information has a positive-significant positive impact on organizational performance. The review shows
that the quality of information and the performance of ERP system users have a significant relationship (Kositanurit et al.
2006). In line with this, a close relationship is found in the information quality and performance quality occurring in the public
sector organizations (Ali et al. 2016).

Peltier et al. (2013) state two main ideas. First, high-quality customer data has impacted the customer and business
performance. Second, the executive suite becomes the most important control of customer data quality. The quality of inputs,
processes and outputs determines the result of effectiveness. This shows the essence of data quality for the success of AlS
(Hubley, 2011; Wongsim & Gao, 2010). The importance of data quality is the top priority in organizations. It also influences
not only the organizational performance but also the adoption of accounting information systems (Ahmad et al. 2013; Emeka-
Nwokeji, 2012). The study is not in accordance with Ali et al. (2016) which finds there is not any impact on organizational
performance delivered by data quality.

The quality of the system is an information characteristic about the system. The quality of which the system refers to how
well information about the user needs are provided by the hardware, software, and policy policies of the information system
as stated by Delone and McLean (1992). The company is benefited with compatible high-quality software (Slaughter et al.
1998). Data warehousing situations with a system quality related to good benefits have been noticed from the productivity
of individuals which ease the decision determination (Wixom & Watson, 2001). The system quality is related to the
organizational performance in the company at the operational level in a positive way (Bradley et al. 2006). Seddon and Kiew
(1996) describe the system quality related to the perceived benefits becomes significant. Generally, the existing relationships
between the system quality and the benefits have been summarized in part by the literature. The related relationship
between ease of use (even though it is perceived as a benchmark for the quality of the system) and the perceived benefits
are mixed. Some studies found that the system quality performs a positive relationship with the benefits of an organization
(Hsieh & Wang, 2007). In line with the public sector, the system quality influences organizational performance (Ali et al. 2016;
Bharati & Chaudhury, 2015). However, there are also those which deliver no effect (Shagari at al. 2017).

This study applies organizational culture as a moderating variable. It is because the organizational culture and the
organizational performance deliver effect on one another. There is a positive relationship between organizational culture
which leads to results related to the performance (Verbeeten & Spekle, 2015). Performance management triggers the
emergence of unique cultures in public sector organizations. It ripples significant effects developing the performance of public
sector organizations (Parker & Bradley, 2000). Henri (2006) claims that organizational culture is a strongly built performance
management practice. It also serves as a major determinant of the performance of public sector organizations. An effective
organizational culture is a well-known and familiar construction. It plays an important role to promote good institutional
practices and achieve efficient results (Ramachandran, Chong, & Ismail, 2011). In the same order, Kanji and Moura (2007)
argue that institutional culture influences functional patterns and organizational performance. Melkers and Willoughby
(2005) specifically postulate that flexibility in cultural norms and good cultural tendencies enhance the performance of public
sector organizations. Wong et al. (2012) suggest that organizational or institutional culture determines the success or the
failure in corporate governance. Institutional culture shows the goals of an organization. It directs the organization and
institutional culture and the organization performance responses (Pandey, 2014). Parker and Bradley (2000) determine an
essential relationship between institutional culture and organizational performance. Even so, Ramachandran et al. (2011)
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suggest that institutional culture gradually becomes a trend in public sector organizations. It is the malfunction or absence
which becomes a serious concern.

The main purpose of this study is to obtain the organizational performance through success factors namely information
quality, service quality, data quality, and system quality focusing on the organizational culture. Specifically, this study aims to
analyze the effect of AIS successful factors on organizational performance. It also aims to analyze the influence of
organizational culture and organizational performance in RAO, South Lampung Regency.

Focus on the organizational performance in Indonesia local goverernment context, the next section is highlight literature
review related to the organizational performance, contingency theory, hypothesis development of each variables in this
study.

2. LITERATURE REVIEW
2.1. Contingency Theory

Contingency theory is a theory which requires a leader to make appropriate adjustments related to his own leadership in any
circumstances. This theory is put forward by Fiedler (1964). It is mentioned that a leader's performance is determined and
seen from his understanding of the conditions he leads. This contingency theory focuses on the form of leadership as well as
the understanding of the appropriate circumstance situations for a leader. The form of leadership can be elaborated with the
enthusiasm of work as a motivational relationship. Work motivation focuses on achieving an objective, emphasizing the
development and the close relationships of individuals. Then, the form of leadership can be adjusted to the happening
situation and conditions. Contingency theory states that there are three factors influencing the occurrence of a situation
faced by a leader. Those three are subordinate leader relations, performance structure, and position strength. The
subordinate leadership relationship is linked to the group's atmosphere and self-confidence, loyalty, and interaction.
Performance structure is more related to performance optimization. Study related to organizational performance using
contingency theory has been conducted by several studies namely Saha et al. (2012) and Shagari et al. (2017). Then, this study
also uses contingency theory to support the relationship among several independent variables (service quality, information
quality, data quality, and system quality on the dependent variable (organization performance) and the moderation
relationship for the independent relationship to the dependent.

2.5. Hypothesis Development

The development of hypotheses in this study is based on the success factors of AlS. The factors are believed to influence
organizational performance. It is formulated as:

Service Quality and Organizational Performance

Gardin and Greve (2008) state that the basic meaning of contingency theory is that organizations should be adaptive. They
should adapt to their contingency structures, such as the environment, organizational size, and business strategy. It aims that
the organization is able to run well. Duncan and Elliott (2002) suggest that there is a beneficial relation between service
quality and financial performance in a financial services organization. Kesuma et al. (2013) and Nazeer et al. (2014) identify a
mutual relationship between service quality and business performance. They suggest the profit-seeking activities by providing
services to possibly provide a greater strategic role for service quality. It is coupled with making a constant change toward
better and premium prices, better customer value, and customer orientation as the benefits from the implementation of
information technology. Also, others report some findings related to service quality on organizational performance with
positive and significantly strong relationship using individual measurements (Weerakoon & Wijavanayake, 2013; Khan &
Fasih, 2014; Ali et al. 2016). They examine the organizational performance as customer loyalty. They report a beneficial
relationship is found according to service quality.

Hi:  Service quality has a positive effect on organizational performance
Information Quality and Organizational Performance

In the previous information system study, Emery (1971) states that intrinsic value is not held by information but its value is
only related to the effect on physical events. However, this has become a trigger (Lucas Jr. & Nielsen, 1980). In terms of
performance improvement, this study applies learning as the dependent variable to make an understanding of inventory
using the system. It is because an Information Quality (1Q) problem delivers significant changes for companies which project
superior performance, gain competitive advantage, or survive in the survival of the environment in contemporary business.
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Several previous and modern research studies have been conducted on the effects of information systems and using the size
of an organization's performance and their dependent variables (Chang & King, 2005; Bernroider, 2008; Gorla et al. 2010). At
the organizational level, previous study conducted reveals that 1Q affects organizational performance (Ali et al. 2016; Soudani,
2012).

H,:  Information quality has a positive effect on organizational performance.
Data Quality and Organizational Performance

Contingency theory suggests an organizational structure containing several factors including environmental conditions,
business strategies, hierarchy in organizations, technology production, and forms of management (Ismail & King, 2004). The
quality and effectiveness of accounting information systems depend on the quality of inputs, outputs and processes. It shows
the urge of data quality for the accounting information system successes as stated by Hubley (2011) and Wongsim and Gao
(2010). A study by Rahayu et al. (2012) mentions that achieving effective works, data quality is required for an accounting
information system. Thus, an accounting information system adoption needs to be considered. Both system quality and data
quality are used for the decision-making activities in organizations (Wongsim & Gao, 2010). In the study of Ahmad et al.
(2013), it reveals the priority of data quality in any AlIS. It indicates that the organizations should apply it as the main reference.
Emeka-Nwokeji (2012) states that the quality of data in accounting information systems should refer to the size of the data
quality in organizations and contribute to the effectiveness of accounting information systems. Saleh (2013) finds a strong
relationship between data quality and auditor internal perceptions. Previous study related to data quality as a success factor
in organizational performance is noticed to have a positive effect (Ahmad et al. 2013; Emeka-Nwokeji, 2012).

Hs.  Data quality has a positive effect on organizational performance.
System Quality and Organizational Performance

Contingency theory is to assess company performance which depends on the suitability between contextual factors as an
organization (Cadez & Guilding, 2008). The system quality contributes to the usage, user convenience and individual
performance. It consequently affects performance in the organization (DeLone & McLean, 1992). There is an important
prerequisite to benefit from the organization. It is a well-developed and implemented system. Gorla et al., (2010) and Hsieh
and Wang, (2007) report that system quality has a positive effect for the organizations. Kositanurit et al. (2006) finds a
significant relationship between the perceived ease of use and performance. However, reliability and performance for
individual ERP system users have not affected each other. Bharati and Chaudhury (2015) find mutual relationships among
system quality, measurement using reliability, flexibility, ease of use, and the convenience of access for satisfaction in decision
making. This is in line with Ali et al. (2016) who delivers findings related to the effect of system quality on organizational
performance. It suggests that the system quality is strongly associated with net benefits at the organizational level.

Ha:  The quality of the system has a positive effect on organizational performance.
Organizational Culture as Moderator

Organizational culture is a condition in which a strong look is made to make progress-engineered mechanisms to carry out
several considerations in the organization (Akinnusi, 1991). Ramachandra et al. (2010) mention that the organizational culture
(OC) significantly influences the success of promoting organizational change. The leadership models desire the behaviors. In
fact, the implementation of the first change should be from the lead organizations to the general workforce to strengthen
their commitment of work. It purposes that there will be no negative impact on the change. The study conducted by Ali et al.
(2016) confirms the findings that the culture of organizations helps increase the performance of the organizations by relating
information quality, data quality and system quality; and weakening service quality.

Organizational activities and steps to obtain a decision formulation are directed from the culture of the organization. Thus, it
supports the welfare of the organization. Organizational culture is considered as the creation of human resource management
practices, or managerial practices affecting the company boards, shareholders, or other stakeholder preferences. The
performance of the system has the effect on the relationship between organizational commitment and work performance
(Babulak, 2006; Buller & McEvoy, 2012; Ozcelik & Aydinli, 2012). The findings of this invention have been adjusted to several
findings in the past which have an effect on the system quality, as previously reported. According to Babulak (2006)
performance can be made by employees or individuals at work sites. Personal factors can also exert influence in a
performance are knowledge, abilities, skills, motivation and attitudes. Shift rules to provide better performance output in the
workplace are a system of performance management dealing with colleagues and superiors, performance goals, company
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encouragement, and action or award to recognize outstanding performance. These factors include: the application of
organizational culture, and the determining factor is individual organizations in accordance with organizational goals.

Hs.  Organizational culture moderates the relationship between service quality and organizational performance.

He:  Organizational culture moderates the relationship between information quality and organizational performance.
H;.  Organizational culture moderates the relationship between data quality and organizational performance.

Hg.  Organizational culture moderates the relationship between system quality and organizational performance.

3. DATA AND METHODOLOGY

This study aims to analyze the influence of the success factors of AlS (service quality, information quality, data quality, and
system quality) and the influence of organizational culture in the organizational performance. The population in this study is
29 RAO in South Lampung Regency. The samples of this study taken from three divisions. The sample taken from the Regional
Secretariat is the Regional Secretary, Section Assistant and Section Chief. The sample taken from the DPRD Secretariat is the
DPRD Secretary and the Head of the Department. The sample taken from the Office and Agency is the Head of Service or
Head of Agency and the Office Secretary or Agency Secretary. In this study, the sampling method applies saturated samples
with a quantitative approach. A total of 77 questionnaires were distributed, as many as 67 questionnaires were used with
complete conditions, and 10 questionnaires were not returned.

The collected data was then analyzed using Structural Equation Modeling (SEM) and computer software supported by the
application of Partial Least Square (PLS) version 3.0. The dependent variable is the organizational performance measured by
the indicators adopted from Ali et al. (2016).

The independent variable in this study is the quality of service measured by indicators adopted from Kheng (2010),
information quality measured by indicators adopted from Ali et al. (2016), data quality measured by indicators adopted from
Ali et al. (2016), and the quality of the system as measured by indicators adopted from the Shagari et al. (2017). The
moderating variable is the organizational culture measured by indicators adopted from Aswar and Saidin (2018). A Likert scale
with 5 levels (1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree) was applied in this study.

4. FINDINGS AND DISCUSSIONS

Before testing the hypothesis, validity and reliability tests are done first. The validity testing is done by observing the average
variance extracted (AVE) with recommended value above 0.5. The reliability test is done by observing the value of Composite
Reliability and Cronbach Alpha. The Composite Reliability value for all constructions is above 0.7. It means that all constructs
in this study are estimated to meet the criteria and the suggested values in Cronbach's Alpha above 0.6 is for all constructions
(Ghozali, 2014). Furthermore, to assess the model with PLS is by checking the R-Square (R2) for each latent dependent
variable (Ghozali, 2014). The results of validity and reliability tests can be seen in the following table.

Table 1: The Results of Validity and Reliability Test

R?=0,336
Variable AVE Composite Reliability Cronbach’s Alpha
ocC 0,517 0,863 0,816
DQ 0,577 0,890 0,854
1Q 0,733 0,943 0,927
oP 0,600 0,881 0,830
sQ 0,510 0,892 0,865
QS 0,545 0,892 0,856

The lowest value of AVE is 0.510 in the independent variable that is service quality and all variables are valid. The lowest value
of Composite Reliability in this research model is 0.863 for organizational culture variables so that all variables have good
reliability from each construct. The lowest value of Cronbach’s Alpha is 0.816 in organizational culture so that all variables
show good reliability of each construct as well.

R-Square (R2) seen from Adjusted R-Square organizational performance is equal to 0.336. It indicates the independent latent
variables of service, information, data, and system qualities. The moderation variables namely organizational culture explains
the dependent latent variables namely organizational performance by 33.6%. The remaining 66.4% is explained by other
factors out of this study which has not been considered.
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Table 2: The Results of Hypotheses Test - Bootstrapping Algorithm

Hypotheses Variables Path Coeficients T Statistics P Value
H1 SQ-> OP 0,365 2,564 0,011
H2 1Q-> 0P 0,073 0,428 0,669
H3 DQ -> 0P 0,155 0,907 0,365
H4 QS -> 0P 0,071 0,386 0,699
H5 0C.sQ-> 0P -0,121 0,641 0,522
H6 0ocC.lIQ-> 0P -0,111 0,458 0,647
H7 0C.DQ -> 0P 0,155 0,745 0,457
H8 0C.QS -> 0P 0,342 1,549 0,122

The results of testing the hypothesis are by applying Structural Equation Modeling (SEM) and by using computer software
supported by the Partial Least Square (PLS) version 3.0 application. Table 2 shows that service quality (SQ, t = 2.564 and p-
value = 0.011), information quality (IQ, t = 0.428 and p-value = 0.669), data quality (DQ, t = 0.907 and p-value = 0.365 ), the
quality of the system (QS, t = 0.386 and p-value = 0.699). It means that H1 is accepted and H2, H3, and H4 are rejected.
Organizational culture in moderating service quality (OC.SQ, t = 0.641 and p-value = 0.522) does not affect organizational
performance which means that H5 is rejected. Organizational culture in moderating information quality (OQ.IQ, t =0.458 and
p-value = 0.647) does not affect organizational performance which means that H6 is rejected. Organizational culture in
moderating data quality (OC.DQ, t = 0.745 and p-value = 0.457) does not affect organizational performance which means that
H7 is rejected. Organizational culture in moderating the quality of the system (OC.QS, t = 1.549 and p-value = 0.122) does not
affect organizational performance which means that H8 is rejected.

Service quality has a positive influence on organizational performance. It shows that better service quality increases the
organizational performance supported by Weerakoon and Wijavanayake (2013), Khan and Fasih (2014), and Ali et al. (2016).
The results of this study indicate the good quality of services including reliability, assurance, direct evidence, friendly attitude
of officers, empathy, and responsiveness related to the state of existing human resources, infrastructure and work facilities
producing good organizational performance. Then, it is in accordance with the contingency theory focusing on the form of
leadership and understanding of the situation with the appropriate circumstances by a leader. The form of leadership is
explained as a work impulse or as a relationship boost. Work motivation focuses more on achieving goals, improvement and
personal relationships.

The quality of information has no effect on organizational performance. It shows that the quality of information has not been
maximized yet. Thus, organizational performance declines. The results of this study are not supported by studies which reveal
information quality influencing organizational performance such as Bharati and Chaudhury (2015), Ali et al. (2016), Soudani
(2012). Then, there is the lack of implementing good information quality including accuracy, timeliness, and format to
facilitate human resources at work and produce unfavorable outputs. It is not in accordance with the contingency theory
which serves as the basis for developing hypotheses. The results of the study refer to the internal dependence to meet the
need of sharing information across national organizational functions, organizational formalization, and interdependence of
organizations in terms of resource interests and accessibility, significant effects on requirements for organizational
coordination and national system control.

Data quality presents no effects on organizational performance. This proves that data quality has not been maximized. As a
result, organizational performance declines. The results of this study are supported by Ali et al. (2016) revealing that there
are no relations between data quality and organizational performance. However, the results of this study are not supported
by studies reporting that data quality affects organizational performance (Ahmad et al. 2013; Emeka-Nwokeji, 2012). It is
caused by the lack of implementation to produce high quality data such as: accuracy, completeness, renewal, consistency,
relevant human resources facilities at work and unfavorable output productions. Then, it is not in accordance with the
contingency theory suggesting the existence of an organizational structure. There are several contextual factors namely
environmental conditions, the existence of a business plan, organizational mechanisms, production for technology, and forms
of management (Ismail & King, 2004).

The system quality performs no effect on the performance of the organization. It shows unmaximized quality of the data
which decreases the organizational performance. The results of this study are supported by Shagari et al. (2017) revealing
the quality of the system with no impact on organizational performance. However, it is not supported by research revealing
that the quality of the system influences organizational performance such as Bharati and Chaudhury (2015) and Ali et al.
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(2016). It causes the system not to integrate, and the bias data. It is concluded that there is a poor implementation of the
system to support the processing of inputs and outputs such as: security, ease of use, efficiency used by human resources
while working and producing unfavorable outputs. Thus, it is not in accordance with the contingency theory explaining that
the accounting information system needs to adapt to the specific desires. It considers the environment and organizational
structure in an organization (Dandago & Rufai, 2014). Contingency theory is to assess company performance depending on
the suitability between contextual factors as an organization (Cadez & Guilding, 2008).

Organizational culture does not balance the service quality and organizational performance. It indicates that organizational
leaders do not apply good organizational culture. The results of this study are in line with Ali et al. (2016) explaining that the
organizational culture becomes a moderating variable to weaken the organizational performance by interacting with service
quality. This is not according to Katou and Budhwar (2010) examining a causal relationship of HRM performance into Greek
utilizing contingency theory, resource-based views as well as ability, motivation and opportunity. Leaders lack a good
organizational culture which includes innovation and risk developments, attention to detail, output orientation, people and
team orientations, aggressiveness, stability, and influencing employees to provide public information to the public.

The results of this study are not in line with Ali et al. (2016). It mentions organizational culture as a moderating variable which
strengthens organizational performance by interacting with information quality. However, this is not in line with contingency
theory which urges an organization to take several considerations for workers, the managerial department influencing
company boards, shareholders, or other stakeholders' preferences. The leaders lack to implement good organizational
culture.

This study is also not in accordance with contingency theory. It is a theory which explains that adaptation to the specific
desired decisions is required for accounting information systems. The decisions are made by considering the environment
and organizational structure (Dandago & Rufai, 2014). Thus, it is related to the quality of the data processed needed for the
process of accounting information systems to support the organizational performance achievement. Ozgelik and Aydinli
(2006) explain that the performance of a system has an influence on organizational agreements and performance in the work
environment. This is not in line with contingency theory according to Gordon and Miller (1976). It lays the basic framework
to consider the accounting information systems from a contingency perspective. Accounting information systems need to be
adaptive to the specific decisions. Then, leaders are assumed not to apply good organizational culture related to innovation
and risk development; attention to detail; orientation of output, public, team; aggressiveness; stability, and their influencing
employees to provide data reliability to the user interests.

5. CONCLUSION

The study is to discover the impacts of service quality, information quality, data quality, system quality of public sector
organization and organizational culture performances as a moderating variable. Based on the results of the analysis done
with a series of hypothesis testing, it summarizes the quality of service has affected the performance of public sector
organizations positively. This shows that the better system quality improves the performance of public sector organizations
in each each RAO at the Regional Secretariat (Regional Secretary, Section Assistant and Section Chief), at the DPRD Secretariat
(DPRD Secretary and Section Head), at Office and Agency (the Office Head or Agency Head and the Office Secretary or Agency
Secretary)

The quality of information, data, and system do not affect the performance of public sector organizations positively. This
shows that if the public sector organization gives low information to the public, processes data and uses facilities integrated
with the agency system, the performance of public sector organizations in each RAO will decline.

Organizational culture does not moderate the relationship between SQ, 1Q, DQ, QS and OC of public sector organizations.
This shows that the organizational culture adopted and disseminated weakens the relationship between service quality,
information quality, data quality, system quality on the performance of public sector organizations as the sample in this study
lacks understanding of organizational culture well. Thus, organizational culture weakens the relationship between SQ, I1Q, DQ,
QS and OC of public sector organizations.

The limitations of this study include: RAO objects are only in the South Lampung Regency Government; the time for
respondents to explore more information related to the occupation and occupation is limited; sample taken in Regional
Secretariat is only from the Regional Secretary, Section Assistant and Section Chief; sample taken in the DPRD Secretariat is
only from the DPRD Secretary and the Section Head, sample taken at the Office and Agency is only from the Head of Service
or Agency Head and the Office Secretary and Secretary or Agency Secretary in the South Lampung Regency. In addition to the
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dissemination process, Direct questionnaires to the location of each RAO in the Regional Government of South Lampung
Regency was conducted during the Covid-19 virus pandemic. The respondents did not work every day. The sample majority
is the respondents owning post-graduate education (S2) continued with bachelor (S1) or doctorate (S3) - only 1 person.

Suggestions for the Regional Government of South Lampung Regency are expected to be more active to provide services,
information, data processing, using integrated systems to the community. Each RAO and RAO leaders and staff who hold
positions to provide good leadership to subordinates need to be aware of the organizational culture to improve organizational
performance. Then, the next study is expected to be able to examine organizational performance materially and add other
independent variables such as employee motivation, employee performance, self-efficacy, and to use empowerment
moderation variables. In addition, researchers are able to replace the object of research into RAO or private organizations in
other regions in Indonesia.

REFERENCES

Ahmad, M., Ayasra, A. & Zaideh, F. (2013). Issues and problems related to data quality in AlS implementation. International Journal of Latest
Research in Science and Technology, 2(2), 17-20.

Akinnusi, D.M. (1991). Personnel management in Africa: A comparative analysis of Ghana, Kenya and Nigeria. In C. Brewster & S. Tyson (Eds.),
International comparisons in human resource management (pp. 159-171). London: Pitman.

Ali, B., J.LA. Omar, W., A.W. & Bakar, R. (2016). Accounting Information System (Ais) Andorganizational Performance: Moderating Effect of
Organizational Culture. International Journal of Economics, Commerce And Management, 4 (4),58-75.

Aswar, K., & Saidin, S. Z. (2018). Accrual Accounting Adoption In Java Municipalities: An Empirical Investigation. International Journal of
Business and Economic Sciences Applied Research (IJBESAR), 11(3), 24-30.

Babulak, E. (2006). Quality of service provision assessment in the healthcare information and telecommunications infrastructures.
International Journal of Medical Informatics, 75, 246-252.

Badan Pemeriksa Keuangan, (2017). Ikhitisar Hasil Pemeriksaan Semester 11 2017. Jakarta.

Bernroider, E. W. (2008). IT governance for enterprise resource planning supported by the DeLone-McLean model of information systems
success. Information & Management, 45(5), 257-269.

Bender, D. H. (1986). Financial impact of information processing. Journal of Management Information Systems, 3(2), 22-32.

Bharati, P. & Chaudhury, A. (2015). Product customization on the web: an empirical study of factors impacting choiceboard user satisfaction.
Information Resources Management Journal, 19(2), 69-81.

Bradley, R. V., Pridmore, J. L. & Byrd, T. A. (2006). Information systems success in the context of different corporate cultural types: an
empirical investigation. Journal of Management Information Systems, 23(2), 267-294.

Buller, P. F. & McEvoy, G. M. (2012). Strategy, human resource management and performance: Sharpening line of sight. Human resource
management review, 22(1), 43-56.

Cadez, S., & Guilding, C. (2008). An exploratory investigation of an integrated contingency model of strategic management
accounting. Accounting, Organizations and Society, 33(7-8), 836—-863.

Chang, J. & King, W. R. (2005). Measuring the performance of information systems: a functional scorecard. Journal of Management
Information Systems, 22(1), 85-115.

Dandago, K., & Rufai, A. (2014). Information Technology and Accounting Information System in the Nigerian Banking Industry. Asian Economic
and Financial Review, 4(5), 655-670.

Delone, W. H. & McLean, E. R. (1992). Information systems success: The quest for the dependent variable. Information systems research,
3(1), 60-95.

Duncan, E. & Elliott, G. (2002). Customer service quality and financial performance among Australian retail financial institutions. Journal of
Financial Services Marketing, 7(1), 25-41.

Emeka-Nwokeji, N. (2012). Repositioning accounting information system through effective data quality management: A framework for
reducing costs and improving performance. International Journal Of Scientific Technology Research, 1(10), 86-94.

Emery, J. C. (1971). Cost/benefit analysis of information systems. Society for Management Information Systems.

Fiedler, F. E. (1964). A theory of leadership effectiveness. In L. Berkowitz (Ed.) Advances in experimental social psychology. New York:
Academic Press.

DOI: 10.17261/Pressacademia.2020.1295 294



Journal of Economics, Finance and Accounting —JEFA (2020), Vol.7(3),p0.287-297 Hafizh, Aswar

Gardin, J., and Greve, J. 2008. The Appropriateness of Statistical Methods for testing Contingency Hypotheses in Management Accounting
Research. Accounting, Organizations and Society, 33(5), 995-1009.

Ghozali, I. (2014). Structural Equation Modeling, Metode Alternatif dengan Partial Least Square (PLS). Edisi 4. Semarang : Badan Penerbit
Universitas Diponegoro.

Gordon, L., & Miller, D. (1976). A contingency framework for the design of accounting information systems. Accounting Organizations and
Society, 1(1), 59-69.

Gorla, N., Somers, T. M. & Wong, B. (2010). Organizational impact of system quality, information quality, and service quality. The Journal of
Strategic Information Systems, 19(3), 207-228.

Gowan, M., Seymour, J., Ibarreche, S., & Lackey, C. (2001). Service quality in public agency: same expectations but different perceptions by
employees, managers and customers. Journal of Quality Management, 6, 275-291.

Hamilton, S. & Chervany, N. L. (1981). Evaluating information system effectiveness-Part |: Comparing evaluation approaches. MIS quarterly,
55-69.

Henri, J.F. (2006), Organizational culture and performance measurement system. Accounting, Organization and Society, 31, 77-103.

Hubley, J. (2011). Data Quality: The Foundation for Business Intelligence. Hussein, A. M. (2011). Use Accounting Information System as
Strategic Tool to Improve SMEs’ Performance in Irag Manufacturing Firms.

Hsieh, J. P.-A. & Wang, W. (2007). Explaining employees’ extended use of complex information systems. European Journal of Information
Systems, 16(3), 216—-227.

Indonesia. Kementrian Pendayagunaan Aparatur Negara, (2004). Keputusan Menteri Pendayagunaan Aparatur Negara Nomor
KEP/25/M.PAN /2/2004 tentang Pedoman Umum Penyusunan Indeks Kepuasan Masyarakat Unit Pelayanan Instansi Pemerintah. Jakarta:
Kementrian Pendayagunaan Aparatur Negara Republik Indonesia.

Indonesia. Kementrian Pendayagunaan Aparatur Negara, (2009). Undang-Undang Republik Indonesia Nomor 25 Tahun 2009 tentang
Pelayanan Publik. Jakarta: Kementrian Pendayagunaan Aparatur Negara Republik Indonesia.

Ismail, N.A., & King, M. (2005). Firm Performance and AIS alignment in Malaysian SMEs. International Journal of Accounting Information
Systems. 6(4), 241-259.

Kanji, G., & Moura E Sa, P. (2007). Performance Measurement and Business Excellence: The Reinforcing Link for the Public Sector. Total
Quality Management & Business Excellence, 18(1-2), 49-56.

Katou, A. A., & Budhwar, P. S. (2010). Causal relationship between HRM policies and organisational performance: Evidence from the Greek
manufacturing sector. European Management Journal, 28(1), 25-39.

Kesuma, I. A. W., Hadiwidjojo, D., Wiagustini, N. L. P. & Rohman, F. (2013). Service Quality Influence on Patient Loyalty: Customer Relationship
Management as Mediation Variable (Study on Private Hospital Industry in Denpasar). International Journal of Business and Commerce, 2(12),
1-14.

Khan, M. M. & Fasih, M. (2014). Impact of service quality on customer satisfaction and customer loyalty: Evidence from banking sector.
Pakistan Journal of Commerce and Social Sciences, 8(2), 331-354.

Kheng, L. L. (2010). The Impact of Service Quality on Customer Loyalty: A Study of Banks in Penang, Malaysia. International Journal of
Marketing Studies, 2(2), 57-66.

Kositanurit, B.,, Ngwenyama, O. & Osei-Bryson, K.M. (2006). An exploration of factors that impact individual performance in an ERP
environment: an analysis using multiple analytical techniques. European Journal of Information Systems, 15(6), 556—-568.

Lucas Jr, H. C. & Nielsen, N. R. (1980). The impact of the mode of information presentation on learning and performance. Management
Science, 26(10), 982-993.

Melkers, J., & Willoughby, K. (2005). Models of Performance-Measurement Use in Local Governments: Understanding Budgeting,
Communication, and Lasting Effects. Public Administration Review, 65(2), 180-190.

Nazeer, S., Zahid, M. M. & Azeem, M. F. (2014). Internal Service Quality and Job Performance: Does Job Satisfaction Mediate? Journal of
Human Resources, 2(1), 41-65.

Ozgelik, O. A. & Aydinli, F. (2006). Strategic role of HRM in Turkey: a three-country comparative analysis. Journal of European Industrial
Training, 30(4), 310-327.

Pandey, P. (2014), Organisational culture - A root to prosperity. Management Insight, 10(1), 74-80.

DOI: 10.17261/Pressacademia.2020.1295 295



Journal of Economics, Finance and Accounting —JEFA (2020), Vol.7(3),p0.287-297 Hafizh, Aswar

Parker, R., Bradley, L. (2000), Organisational culture in the public sector: Evidence from six organisations. International Journal of Public
Sector Management, 13(2), 125-141.

Peltier, J. W., Zahay, D., & Lehmann, D. R. (2013). Organizational Learning and CRM Success: A Model for Linking Organizational Practices,
Customer Data Quality, and Performance. Journal of Interactive Marketing, 27(1), 1-13.

Peraturan Menteri Dalam Negeri Nomor 13 Tahun 2006 tentang Pedoman Pengelolaan Keuangan Daerah.

Ramachandran, S., D, Chong, S., C & Ismail, H. (2010). Organisational culture An exploratory study comparing faculties perspectives within
public and private universities in Malaysia. International Journal of Educational Management, 25 (6), 615-634.

Rahaman, M. M., Abdullah, M. & Rahman, A. (2011). Measuring service quality using SERVQUAL model: A study on PCBs (Private Commercial
Banks) in Bangladesh. Business Management Dynamics, 1(1), 1- 11.

Rahayu, S. K. & others. (2012). The Factors That Support The Implementation Of Accounting Information System: A Survey In Bandung And
Jakarta’S Taxpayer Offices. Journal of Global Management, 4(1), 25-52.

Saha, P., Nath, A. K., & Salehi-Sangari, E. (2012). Evaluation of government e-tax websites: An information quality and system quality
approach. Transforming Government: People, Process and Policy, 6(3), 300-321.

Saleh, F. M. (2013). Critical success factors and data quality in accounting information systems in Indonesian cooperative enterprises: An
empirical examination. Interdisciplinary Journal of Contemporary Research in Business, 5(3), 321-338.

Seddon, P. & Kiew, M. Y. (1996). A partial test and development of DeLone and McLean’s model of IS success. Australasian Journal of
Information Systems, 4(1), 90-109.

Shagari, S.L., Abdullah, A., & Saat, R.M. (2017). Accounting information systems effectiveness: Evidence from the Nigerian Banking Sector.
Interdisciplinary Journal of Information, Knowledge, and Management, 12, 309-335.

Slaughter, S. A., Harter, D. E., & Krishnan, M. S. (1998). Evaluating the cost of software quality. Communications of the ACM, 41(8), 67-73.

Soudani, S. N. (2012). The Usefulness of an Accounting Information System for Effective Organizational Performance. International Journal
of Economics and Finance, 4(5).

Verbeeten, F. H. M., & Speklé, R. F. (2015). Management Control, Results-Oriented Culture and Public Sector Performance: Empirical Evidence
on New Public Management. Organization Studies, 36(7), 953-978.

Weerakoon, W. M. L. P., & Wijavanayake, W. M. J. (2013). Impact of the information systems service quality on performance of IT sector
organizations in Sri Lanka. 2013 International Conference on Advances in ICT for Emerging Regions (ICTer).

Wongsim, M. & Gao, J. (2010). Data Quality issues in Accounting Information Systems Adoption-Theory building. Networked Computing and
Advanced Information Management (NCM). Sixth International Conference. 224-230.

Yasin, M., Correia, E., & Lisboa, J. (2004). The profitability of customer-targeted quality improvement efforts: an empirical examination. The
TQM Magazine, 16(1), 45-49.

APPENDIX 1: Survey Questionnaire

Variable Item measure
Performance Measurement Carry out part of the duties or service authority in my field.
Formulate technical policies according to my field of work.
Compile data about work in my field of work.
Leading, developing and mentoring my subordinates.
Planning and implementing programs in my field of work.
Provide direction and training to my subordinates.
Assess and measure the performance of my subordinates.

Adequate physical equipment.

Officer appearance.

Management procedure is clear.

Officers master the problem.

The seriousness and patience of the officer.

Officer response speed.

Officer alacrity.

Telephone service.

Certainty of time.

Service quality
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10. Clerk solve problem on time.
11. Officer credibility.
12. Hear every complaint well.
13. Friendly and polite attitude of officers.
14. Understanding of user problems.
Information Quality 1. precise and accurate data
2.  data according to activities
3.  Timely delivery of data
4.  The data submitted is up to date
5.  Theinformation presented is easy to read
6.  Thereis a manual book
Data Quality 1. The data presented is in accordance with reality
2.  The data presented are not biased
3. The number of publications is quite a lot
4.  Publication types/ titles are quite diverse
5.  The data presented is as needed
6. Complete data series
7. Datadisplay is easy to understand
8.  The data presented is consistent
System Quality 1.  Userlogin is required to access agency facilities online
2. Automatic logout is activated after a period of inactivity
3. Antifirus software does not prevent the system from catching viruses
4. Our AlSis not regularly checked and managed by IT unit staff
5.  The user interface of our agency information system is easy to use
6.  The tutorials or instructions given by our AIS help to use the system
easily
7.  User interface design by our AlS is user friendly
8. lunderstand every AlIS function
9.  I'm not familiar with our AlS interface
10. Our AlS user interface items are easy to understand
11. Our AlIS really helps my work efficiency
12. AIS processing speed helps me to get my work done very fast
Organizational Culture 1.  Atworklam required to think innovatively
2. | was always required to be brave
3.  Every time | do my job, | always prioritize accuracy, analysis and
attention to detail
4.  Sofar, | feel that management in the agency is prioritizing results and
outputs
5. sofar, | feel that decisions taken by management consider the impact
of outputs on employees
6.  The work that | do tends to prioritize tiem performance
7.  Everyone who works is more aggressive and competitive than casual
8.  The existing job always emphasizes stability rather than growth
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